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Abstract

The low-cost disk drives, which are increasingly being
adopted in today’s data storage systems, have higher ca-
pacity but lower reliability, which leads to more frequent
rebuilds and to a higher risk of unrecoverable or latent me-
dia errors. An intra-disk redundancy scheme has been pro-
posed to cope with such errors and enhance the reliability of
RAID systems. Empirical field results recently reported in
the literature, however, suggest that the extent to which un-
recoverable media errors occur is higher than the data sheet
specifications provided by the disk manufacturers. Our re-
sults demonstrate that the reliability improvement due to
intradisk redundancy is adversely affected because of the
increase in the number of unrecoverable errors. We demon-
strate that, by revising the parameter choice of the intra-
disk redundancy scheme, we can obtain essentially the same
reliability as that of a system operating without unrecover-
able sector errors. The I/O and throughput performance
are evaluated by means of analysis and event-driven simu-
lations. The effects of the spatial locality of errors and of
the error-burst length distribution on the system reliability
are also investigated.

1. Introduction

Data storage systems of today use hundreds of hard-disk
drives (HDDs) to satisfy the ever increasing demand for
more capacity. Protection against disk failures is provided
by making use of a RAID (redundant array of independent
disks) scheme [3, 11].

A popular RAID scheme is RAID 5, in which disks are
arranged in groups (or arrays), each with one redundant
disk. RAID 5 arrays can tolerate one disk failure per array.
Increased reliability can be provided by a RAID 6 scheme,
which requires two redundant disks per array but can tol-
erate up to two disk failures in an array [2, 4]. However,

the increase in reliability significantly reduces the overall
throughput performance of RAID 6 arrays as well as the
available storage space for a fixed number of total disks in
an array.

Another factor that limits the reliability of storage sys-
tems is the occurrence of unrecoverable or latent sector er-
rors, i.e., of errors that cannot be corrected by either the
standard sector-associated error-control coding (ECC) or
the re-read mechanism of the HDD. Unrecoverable media
errors typically result in one or more sectors becoming un-
readable. This is particularly problematic when combined
with disk failures. For example, if a disk fails in a RAID 5
array, the rebuild process must read all the data on the re-
maining disks to rebuild the lost data on a spare disk. Dur-
ing this phase, a media error on any of the good disks would
be unrecoverable and lead to data loss because there is no
way to reconstruct the lost data sectors. A similar problem
occurs when two disks fail in a RAID 6 scheme. In this case,
any unrecoverable sectors encountered on the good disks
during the rebuild process also lead to data loss. Typical
data storage installations also include a tape-based back-up
or a disk-based mirrored copy at a remote location. These
mechanisms can be used to reconstruct data lost because of
unrecoverable errors. However, there is a significant penalty
in terms of latency and throughput.

Techniques such as disk scrubbing [13, 14] and intradisk
redundancy [5, 6] have been proposed to enhance the re-
liability of RAID systems. The established, widely used
disk scrubbing scheme periodically accesses disks to de-
tect media-related unrecoverable errors. The scrubbing pro-
cess identifies unrecoverable sector errors at an early stage
and attempts to correct them. Lost data are recovered us-
ing the RAID capability, and are subsequently written to a
good disk location using the bad block relocation mecha-
nism. Thus, the scrubbing effectively reduces the proba-
bility of encountering unrecoverable sector errors. On the
other hand, the recently proposed, intra-disk redundancy
scheme uses a further level of redundancy inside each disk,
in addition to the RAID redundancyacross multiple disks. It
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is based on an interleaved parity-check coding scheme [6],
which incurs only negligible I/O performance degradation
and has been developed to increase the reliability of disks in
general, but especially in the presence of multiple correlated
media errors on the same track or cylinder. This method
introduces an additional “dimension” of redundancy inside
each disk that is orthogonal to the usual RAID dimension
based on redundancy across multiple disks. The RAID re-
dundancy provides protection against disk failures, whereas
the intra-disk redundancy aims to protect against media-
related unrecoverable errors. Note that each of these two
schemes can also be applied in conjunction with any other
mechanism developed to reduce the number of unrecover-
able errors and thereby improve reliability. This implies that
the two schemes can also be used simultaneously. A thor-
ough comparison of these two schemes was presented in [9].
It was demonstrated that the reliability improvement due to
disk scrubbing depends on the scrubbing frequency and the
workload of the system, and may not reach the reliability
level achieved by the intra-disk redundancy scheme, which
is insensitive to the workload. For this reason, we consider
the latter scheme in the remainder of the paper.

The parameters associated with the intra-disk redun-
dancy scheme were chosen in such a way as to ensure suf-
ficient degrees of storage efficiency, performance and relia-
bility [6]. It was demonstrated that, for SATA disk drives,
a RAID 5 system enhanced by the intra-disk redundancy
scheme achieves a similar reliability as that of a RAID 6
system. The parameter choice was based on the assumption
that the unrecoverable sector error probability is the one
listed in the data sheet specifications provided by the disk
manufacturers. However, by studying empirical field results
recently reported in [1], we demonstrate that the actual val-
ues can be orders of magnitude higher than the values pre-
viously assumed. We subsequently study the reliability of
the RAID systems, in terms of the mean time to data loss
(MTTDL), and find that the reliability level is adversely af-
fected and is no longer the desired one. This observation
suggests that the system parameters need to be revised so as
to cover a wide range of values for the unrecoverable sector
error probability.

The key contributions of this paper are the following. We
explore in further detail the process followed in order to
obtain new appropriate parameters. As our results demon-
strate, doubling the interleaving depth and segment length
of the intra-disk redundancy scheme results in essentially
the same reliability as that of a system operating without
unrecoverable sector errors. The I/O and throughput perfor-
mance are evaluated by means of analysis and event-driven
simulations. The effect of the spatial locality of errors on
the system reliability is also considered. Several measures
reported in [1] that are associated with the characteristics of
unrecoverable sector errors are analytically obtained here

based on the information regarding the distribution of the
error-burst length. We also conduct a sensitivity analysisof
the system reliability to the error-burst length distribution.
The results obtained reveal that the reliability achieved by
the intra-disk redundancy scheme is sensitive to the tail of
the distribution, but not to the average burst length.

The remainder of the paper is organized as follows. Sec-
tion 2 considers the unrecoverable or latent errors and inves-
tigates the extent to which sectors become erroneous. The
basic intra-disk redundancy scheme developed for increas-
ing the reliability of disks in the presence of unrecoverable
errors and disk failures is briefly reviewed in Section 3. The
relevant performance measures are considered in Section 4.
The effect of the spatial locality of correlated media errors
on the same track or cylinder of a disk is studied in Sec-
tion 5. A sensitivity analysis of the system reliability to the
error-burst length distribution is also conducted. In Section
6, the I/O performance is evaluated analytically. Section 7
presents numerical results demonstrating the effectiveness
of the intra-disk redundancy scheme in improving the re-
liability of the system. An analytical investigation of the
reliability and sensitivity to the various parameters is con-
ducted. The I/O response time and throughput performance
are evaluated by means of simulation in Section 8. Finally,
we conclude in Section 9.

2. Unrecoverable Errors

According to data sheet specifications, the likelihood of
unrecoverable errors occurring in SATA drives is ten times
higher than that in SCSI/FC drives [8]. The unrecoverable
bit error probabilityPbit is estimated to be10−15 for SCSI
and10−14 for SATA drives. For a sector size of 512 bytes
(the default for nearline disks), the equivalent unrecover-
able sector error probability isPsec≈ Pbit × 4096, which is
4.096×10−12 in the case of SCSI and4.096×10−11 in the
case of SATA drives. In practice, however, and based on the
empirical field results recently reported in [1], this proba-
bility seems to be much higher. Measurements presented in
[1, Fig. 3(b)] show that the average number of latent errors
per GB can be as high as 0.0095. As a GB contains2×106

sectors (i.e. 1 GB/512 B), we deduce that the probability of
an unrecoverable sector error can be as high as4.75×10−9

(i.e.0.0095/2×106), which is more than two orders of mag-
nitude higher than the data sheet specifications for SATA
and SCSI/FC disk drives assumed in previous studies [5, 6].
This, in turn, suggests that the reliability of SATA drives
should be studied for values of the unrecoverable sec-
tor error probability in the range[4.096×10−11, 5×10−9]
rather than only for the data sheet specification value of
4.096×10−11. As we will see in Section 7, increasing the
probability of unrecoverable sector errors in this wide range
has a significant impact on the system reliability.



Table 1. Notation of system parameters.

Parameter Definition

N Number of disks per array group
nG Number of array groups in the system
Cd Disk drive capacity
S Sector size
ℓ Number of sectors in a segment
m Number of parity sectors in a segment or number of interleaves or interleaving depth
1/λ Mean time to failure for a disk
Pbit Probability of an unrecoverable bit error (data sheet specification)
Psec Probability of an unrecoverable sector error (data sheet specification)

se(RAID) Storage efficiency of the RAID scheme
se(IDR) Storage efficiency of the intra-disk redundancy scheme
se(RAID+IDR) Overall storage efficiency of the system
Sd Number of sectors in a disk
1/µ Mean time to rebuild in critical mode for a RAID 5 array
1/µ1 Mean time to rebuild in degraded mode for a RAID 6 array
1/µ2 Mean time to rebuild in critical mode for a RAID 6 array
Ps Probability of an unrecoverable error on a tagged sector at an arbitrary time

3. Intra-Disk Redundancy Scheme

Here we briefly review the intra-disk redundancy (IDR)
scheme presented in [5] and developed to increase the reli-
ability of disks in general, but especially to cope with the
adverse effect of the spatial locality of errors, such as cor-
related media errors on the same track or cylinder of a disk
[1]. A number ofn contiguous data sectors in a strip as well
asm redundant sectors derived from these data sectors are
grouped together, forming a segment. The redundant parity
sectors are obtained using a simple XOR-based interleaved
parity-check (IPC) coding scheme [6], which, for small un-
recoverable sector error probabilities not exceeding10−8, is
shown to be as effective as the optimum, albeit more com-
plex, Reed–Solomon (RS) coding scheme. The traditional
single-parity-check (SPC) coding scheme corresponding to
m = 1 is also considered. The entire segment, comprising
ℓ data and parity sectors, is stored contiguously on the same
disk, whereℓ = n + m. Note that this scheme addresses
the issue of spatial locality of errors in that it can correct
a single burst ofm consecutive sector errors occurring in a
segment. However, unlike the RS scheme, it in general does
not have the capability of correcting anym sector errors in
a segment.

The size of a segment should be chosen such that suf-
ficient degrees of storage efficiency, performance and re-
liability are ensured. For practical reasons, the strip size
should be a multiple of the data-segment size. In addition,
the numberm of parity sectors in a segment is a design pa-
rameter that can be optimized based on the desired set of

operating conditions. In general, more redundancy (larger
m) provides better protection against unrecoverable media
errors. However, it also incurs more overhead in terms of
storage space and computations required to obtain and up-
date the parity sectors. Furthermore, for a fixed degree of
storage efficiency, increasing the segment size results in an
increased reliability, but also in an increased penalty on the
I/O performance. Therefore, a judicious trade-off between
these competing requirements needs to be made. The stor-
age efficiencyse(IDR) of the IDR scheme is given by

se(IDR) =
ℓ − m

ℓ
= 1 −

m

ℓ
. (1)

The size of a segment and the number of parity sec-
tors in a segment are chosen to be equal toℓ = 128 and
m = 8, respectively, to ensure sufficient degrees of storage
efficiency, performance and reliability [6]. The storage effi-
ciencyse(IDR) of the IDR scheme is then equal to94%. The
choice ofm = 8 seems to be reasonable given that recent
empirical data indicate that the median number of errors for
disks containing one or several errors is 3 [1]. In Section 7,
however, we will show that when the unrecoverable sector
error probability is higher than the data sheet specification,
this choice no longer provides a sufficient degree of relia-
bility, and it therefore needs to be revised.

4. System Analysis

The notation used for the purpose of our analysis is
given in Table 1. The parameters are divided into two sets,



namely, the set of independent and that of dependent pa-
rameters, listed in the upper and lower part of the table, re-
spectively.

The storage efficiency of the RAID scheme chosen is
given by

se(RAID) =
N − p

N
= 1 −

p

N
, (2)

with

p =

{

1 for a RAID 5 system

2 for a RAID 6 system.
(3)

Note that the above expressions hold for a scheme not
using intra-disk redundancy. If an IDR scheme is used, the
overall storage efficiency of the entire array (or system) is
given by

se(RAID+IDR) = se(RAID) se(IDR)

=
(

1 −
p

N

)(

1 −
m

ℓ

)

. (4)

The number of sectors in a disk,Sd, is given by

Sd =

⌊

Cd

S

⌋

, (5)

the ratio of disk drive capacity to sector size.
In the remainder we consider SATA disk drives with the

parameter values listed in Table 2. The mean time to re-
build (MTTR) a disk,1/µ, is obtained as follows. The time
required to rebuild a disk depends on various parameters in-
cluding the drive capacity and the bandwidth that the drive
provides. During a disk rebuild, we assume that the disk
array continues to actively service I/O requests with 20% of
the time spent on performing rebuilds. We also consider the
size of the read/write requests issued to the drive to be 256
KB, the average read/write operations for single randomly
chosen sectors to be 150 per second, and the average disk
transfer rate to be 60 MB/s. Thus, the average seek and ro-
tational latency for an I/O request is equal to 1/150 = 0.0067
s, its transfer time is equal to (256 KB)/(60 MB) = 0.0043
s, and, therefore, its average time required to complete is
6.7 + 4.3 = 11 ms. Consequently, the effective disk-rebuild
bandwidth is (256 KB)/(11 ms) = 23.3 Mb/s, and the mean
time to rebuild the 300 GB disk using 20% of the time for
rebuilds is equal to (300 GB)/(0.20×23.3 Mb/s) = 17.8 h.

5. Error-Burst Length Distribution

The effect of the spatial locality of correlated media er-
rors on the same track or cylinder of a disk is considered
here. Adopting the notation used in [6], letB denote the
length (in number of sectors) of a typical burst of consecu-
tive sector errors and̄B the corresponding average length.

Table 2. Parameter values.

Parameter Value

1/λ 500,000 h
Cd 300 GB
Ps 4.096×10−11

N 8 (for RAID 5), 16 (for RAID 6)
1/µ 17.8 h
1/µ1 17.8 h
1/µ2 17.8 h
S 512 bytes = 4096 bits

Also, let{bj} denote the probability density function ofB,
i.e.,bj = P (B = j), for j = 1, 2, . . ., andGn the probabil-
ity that the length of a burst is greater than or equal ton, i.e.,
Gn ,

∑

∞

j=n bj , for n = 1, 2, . . .. We now consider the fol-
lowing error-burst length distribution, based on actual data
collected from the field for a product that is currently being
shipped:

b =[0.9812 0.016 0.0013 0.0003 0.0003 0.0002 0.0001

0.0001 0 0.0001 0 0.0001 0.0001 0 0.0001 0 0.0001].
(6)

Then, we have bursts of at most 17 sectors withB̄ = 1.029,
B2 = 1.18, G9 = 0.0005, andG17 = 0.0001. As the
parameterm of the IPC-based redundancy scheme is chosen
to be equal to 8, the probability that this scheme will not be
able to correct a single burst of consecutive errors occurring
in a segment is equal toG9, i.e. 0.0005.

The spatial locality issue has been studied in [1]. For
the nearline disk family C-1 shown in [1, Fig. 5(a)], the
probabilityPa that a sector has at least one neighbor sector
error within a range of 10 KB (approx. 20 sectors) is equal
to 0.09. In the Appendix it is shown that this measure can
be obtained as follows using the terminology defined above:
Pa = 1−b1/B̄. For the error-burst length distribution given
in (6), it follows thatPa = 0.05, which is close to the em-
pirical value of0.09. Furthermore, this figure shows that for
all nearline disk families, the probabilityPa can be as high
as 0.5. This, in turn, implies thatb1 can be significantly
smaller than0.9812, which is the value assumed in (6).

Furthermore, the results shown for the nearline disk fam-
ily C-1 in [1, Fig. 6(a)] indicate that the average number
Na of neighboring errors within a range of 10 KB (ap-
prox. 20 sectors) of an existing sector in error is equal to
0.17. In the Appendix it is shown that this measure can be
obtained as follows using the terminology defined above:
Na = B2/B̄ − 1. For the error-burst length distribution
given in (6), it follows thatNa = 0.15, which is close to
the empirical value of0.17. Furthermore, this figure shows



that for all nearline disk families, the average numberNa is
less than one, i.e.Na < 1. In the Appendix, it is shown that
B̄ ≤ Na + 1, which, in turn, implies that1 < B̄ < 2.

The system reliability, expressed in terms of the
MTTDL, depends on the probabilityPseg that a segment is
in error [6]. For the correlated model, which takes the spa-
tial locality of media errors into account, and forPs values
in the interval specified in Section 2, the probabilityP IPC

seg
corresponding to the IPC coding scheme is given by the fol-
lowing expression [6, Eq. (35)]:

P IPC
seg =

[

1 +
(ℓ − m − 1)Gm+1 −

∑m

j=1 Gj

B̄

]

Ps . (7)

Next we examine the sensitivity ofP IPC
seg , and therefore

of the reliability, to the error-burst length distribution. Note
that (7) can be rewritten as follows:

P IPC
seg =

(ℓ − m)Gm+1 +
∑

∞

j=m+2 Gj

B̄
Ps . (8)

We now consider two different distributions{bj} and
{bj}

′ for B, with 1 < B̄ < 2 and1 < B̄′ < 2. From (8),
it follows that the ratior′ of the corresponding probabilities
of a segment error is given by

r′ ,
P IPC

seg
′

P IPC
seg

=
B̄

B̄′
·

(ℓ − m)G′

m+1 +
∑

∞

j=m+2 G′

j

(ℓ − m)Gm+1 +
∑

∞

j=m+2 Gj

. (9)

From the above, and given that0.5 < B̄/B̄′ < 2, it
follows thatr′ primarily depends on the value of the second
fraction at the right-hand side of (9). Note that this value de-
pends only on the valuesbj andb′j for j > m. For example,
if b′j = h bj for j = m+1, m+2, . . ., thenr′ = (B̄/B̄′)h,
which is of orderO(h), regardless of the values ofbj and
b′j for 1 ≤ j ≤ m.

6. I/O Performance Analysis

The two key components that make up the time required
for the processing of an I/O request to a disk are the seek
time and the access time [12]. The seek time depends on
the current and the desired position of the disk head and is
typically specified using an average value corresponding to
a seek that requires the head to move half of the maximum
possible movement. The access time depends on the size of
the data unit requested. The processing time is determined
by the type of workload (e.g., random vs. sequential I/O)
and the size of the data unit. The processing time of an I/O
request normalized to the seek time is expressed by the I/O
equivalent metric, denoted byIOE, which was introduced
in [7]. In [7] it is shown that theIOE of an I/O request
containingk 4-KB chunks is given by

IOE = 1 + k/50 . (10)

For RAID 5 arrays, writing small (e.g., 4 KB) chunks
of data located randomly on the disks poses a challenge, the
so-called “small-write” problem. This is because each write
operation to data also requires the corresponding RAID par-
ity to be updated. A practical way to do this is to read the old
data and the old parity from the two corresponding disks,
compute the new parity, and then write the new data and the
new parity. Hence, each small-write request results in four
I/O requests being issued. A RAID 6 array must update
two parity units for each data unit being written. This leads
to six I/O requests, namely, reading of the old data and two
old parity units, and writing of the new data and the two new
parity units. Because of the small size of the data units in-
volved, the predominant component of the processing time
for each I/O request is the seek time. Based on the above, it
follows that the corresponding (normalized) time required
for the processing of a small-write request for RAID 5 and
RAID 6, expressed through theIOE metric, is given by

IOE(n) =

{

4 (1 + n/400) for RAID 5

6 (1 + n/400) for RAID 6,
(11)

wheren is the I/O request size expressed in sectors.
Using the intra-disk redundancy scheme requires that the

intra-disk parity must also be updated whenever a data unit
is written. This imposes some constraints on the design of
IDR schemes. For a long write, it is natural to directly com-
pute the new intra-disk parity from the new data, and write it
along with the data to the disk, resulting in large I/O request
lengths and thus longer access times. For a small write, a
practical solution is to read the old data and the correspond-
ing old intra-disk parity as part of a single I/O request. Then
the new data and the new intra-disk parity are computed
and subsequently written back to the disk by a single I/O
request. The size of the requested data increases, thereby
increasing the access time. However, for small writes and
an appropriately designed IDR scheme, the processing time
is still dominated by the seek time. In [6] it is shown that
the average length of a single-sector write request when the
IPC scheme is used is given by

n̄ =











1 +
ℓ2

4(ℓ − m)
for ℓ/m even

1 +
ℓ + m

4
for ℓ/m odd.

(12)

From (11), it now follows that the correspondingIOE
metrics for RAID 5 and RAID 6 are given byIOE(n̄), i.e.,

IOE =

{

4 (1 + n̄/400) for RAID 5

6 (1 + n̄/400) for RAID 6.
(13)

Equations (12) and (13) imply that the larger the seg-
ment size and the interleaving depth, the higher theIOE



Table 3. I/O Equivalent for Writes.

Request RAID Relative
Length Scheme IOE Difference

RAID 5 4.01 0.0 %
Small write IPC (128,8) 4.351 8.5 %
(1 Sector) IPC (256,16) 4.692 17.0 %

RAID 6 6.015 50.0 %

RAID 5 8.8 0.0 %
Long write IPC (128,8) 9.12 3.6 %

(480 Sectors) IPC (256,16) 9.12 3.6 %
RAID 6 13.2 50.0 %

metric. Let us now consider an IPC scheme with a segment
length of 128 sectors, using 8 redundant sectors for every
120 data sectors. This corresponds toℓ = 128, m = 8, and
is denoted by IPC (128,8). The correspondingIOE metrics
for RAID 5 + IPC and RAID 6 are obtained from (13) and
listed in Table 3. In the case of no-coding,n̄ is equal to 1,
whereas in the case of IPC coding,n̄ is derived from (12)
and is equal to 35.13. It follows that the processing time is
dominated by the seek time and that the introduction of the
IPC scheme causes the processing time for a single-sector
I/O request to increase by approx. 9%. Let us now con-
sider an IPC scheme with a segment length of 256 sectors,
using 16 redundant sectors for every 240 data sectors. This
corresponds toℓ = 256, m = 16, and is denoted by IPC
(256,16). Note that the storage efficiency of IPC (256,16) is
94%, which is the same as that of IPC (128,8). In this casen̄
is equal to 69.26. It follows that the processing time is dom-
inated by the seek time and that the introduction of the IPC
scheme causes the processing time for a single-sector I/O
request to increase by approx. 17%. In contrast, for a long
request of 480 sectors, the increase is much less, namely
only about 4% for both IPC schemes considered, as shown
in Table 3. This is because the corresponding request length
including the intra-disk parity sectors is 512 sectors in both
cases. The correspondingIOE for no-coding and IPC cod-
ing are derived from (13) by settinḡn = 480 and512, re-
spectively. From the results shown in Table 3, we also de-
duce that a plain RAID 6 system has an I/O performance
penalty of 50% compared with a plain RAID 5 system.

7. Reliability Results

Here we assess the reliability of the various schemes con-
sidered through illustrative examples. The reliability ofa
RAID system is assessed in terms of the MTTDL, which
clearly depends on the size of the system. It turns out that
the MTTDL scales with the inverse of the system size. For
example, increasing the system size by a given factor will

result in an MTTDL decrease by the same factor. Con-
sequently, for the purpose of studying the behavior of the
various schemes, the choice of the system size is not essen-
tial. Also, the conclusions drawn regarding the performance
comparison are independent of the system size chosen. We
proceed by considering an installed base of systems using
SATA disk drives and storing 10 PB of user data.

From (2), (3), and (4), it follows that the storage ef-
ficiency of the entire system is independent of the RAID
configuration if the arrays in a RAID 6 system are twice the
size of those in a RAID 5 system. For a RAID 5 system with
N = 8, when no IDR is used, the required number of arrays
to store the user data is equal to 4762 (i.e. 10 PB/(7×300
GB)), whereas for a RAID 6 system withN = 16, it is
equal to 2381 (i.e. 10 PB/(14×300 GB)). The correspond-
ing storage efficiency is equal to 7/8, i.e. 0.875. For the
IPC (128,8) and IPC (256,16) IDR schemes, the intra-disk
storage efficiency is obtained from (1) and is equal to 0.94.
Furthermore, the required number of arrays for a RAID 5
configuration is obtained as the ratio of 4762 to the intra-
disk storage efficiency and is equal to 5080. Similarly, for
a RAID 6 configuration, the required number of arrays is
equal to 2540. The overall storage efficiency is obtained by
(4) and is equal to 0.82. Note that the cost of the system
is proportional to the number of arrays required and, there-
fore, inversely proportional to the storage efficiency.

The combined effects of disk and unrecoverable failures
can be seen in Figure 1 as a function of the unrecover-
able sector error probability. The system reliability is as-
sessed in terms of the MTTDL, which is analytically ob-
tained by the closed-form expressions (Equations (37), (45)
and (52)) derived in [6]. The left vertical dashed line indi-
cates the SATA drive specification for unrecoverable sector
errors. Note that for small sector error probabilities, the
MTTDL remains unaffected because data is lost owing to
a disk rather than an unrecoverable failure. In particular,
the MTTDL of a RAID 6 system is three orders of magni-
tude higher than that of a RAID 5 system. However, as the
sector error probability increases, the probability of an unre-
coverable failure in the critical modePuf also increases and
therefore the MTTDL decreases. This decrease ends when
the sector error probability is such that the corresponding
Puf is extremely high, i.e., close to one. In this case the re-
build process in critical mode cannot be successfully com-
pleted because of an unrecoverable failure. Consequently,
the MTTDL is the mean time until the system (i.e. any of
the disk arrays) enters the critical mode. In a RAID 5 sys-
tem, this occurs when the first disk fails after an expected
time of1/(nGNλ). In a RAID 6 system, this occurs when a
second disk fails while the system is in the degraded mode.
Note that this corresponds to the MTTDL of a RAID 5 sys-
tem without unrecoverable sector errors. This also explains
why the RAID 6 curves become flat at about the height of
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Figure 1. RAID 5 vs. RAID 6 systems under
correlated unrecoverable sector errors ( ℓ =
128, m = 8).

a RAID 5 system, as can be seen in Figure 1. The MTTDL
for RAID 6 is slightly lower than that for RAID 5 because
the arrays in a RAID 6 system are larger than those in a
RAID 5 system.

The results shown in Figure 1 along the left vertical
dashed line reveal that in the practical case of SATA-drive
unrecoverablesector errors, the MTTDL is reduced by more
than two orders of magnitude. The IPC-based IDR scheme,
however, improves the MTTDL by more than two orders of
magnitude, therefore eliminating the negative impact of the
unrecoverable sector errors.

Both the plain RAID 6 and the RAID 5 + IDR systems
improve the reliability over the plain RAID 5 system, with
the respective gains shown in Figure 1. Note that in the case
of SATA drives the resulting MTTDLs for these two sys-
tems are of the same order (indicated by the ellipse). There-
fore, the RAID 5 + IDR system is an attractive alternative to
a RAID 6 system, in particular because its I/O performance
is better than that of a RAID 6 system, as we shall see in
Section 8. However, for larger unrecoverable sector error
probabilities, this no longer holds.

The interval[4.096×10−11, 5×10−9] of practical impor-
tance forPs is indicated in Figure 1 between the two vertical
dashed lines. AsPs increases in this interval, the MTTDL
corresponding to the plain RAID 6 system remains practi-
cally constant. In contrast, the MTTDL corresponding to
the RAID 5 system enhanced by the intra-disk redundancy
scheme is reduced, despite the fact this scheme can correct
burst of errors in 99.95% of the cases. This percentage cor-
responds to the probability that the length of a burst does
not exceed 8. Therefore, for larger unrecoverable sector er-
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Figure 2. RAID 5 vs. RAID 6 systems under
correlated unrecoverable sector errors ( ℓ =
256, m = 16).

ror probabilities, the reliability improvement offered bythe
IPC-based IDR scheme with an interleaving depth of 8 does
not reach the reliability level achieved by RAID 6. Con-
sequently, to further improve the MTTDL achieved by the
IPC-based IDR scheme, the interleaving depth should be in-
creased. Furthermore, to maintain the storage efficiency, the
segment length should also be proportionally increased. We
therefore consider a system in which both the segment size
and the interleaving depth are twice as long, i.e.ℓ = 256
andm = 16, such that the storage efficiency and the re-
quired number of arrays remain the same. The IPC-based
IDR scheme has now the capability of correcting any burst
of up to 16 errors and therefore the MTTDL improves, as
can be seen in Figure 2. Furthermore, the resulting MTTDL
is of the same order as the MTTDL of the RAID 6 sys-
tem (indicated by the shaded area in the figure). In fact,
for unrecoverable sector error probabilities in the interval
[10−10, 7×10−10], the reliability level achieved by the IDR
scheme is higher than that of the RAID 6 system.

As can be seen in Figures 1 and 2, in the range of sector
error probabilities of interest, the MTTDL increases as the
interleaving depthm increases. This is to be expected be-
cause the larger them the higher the likelihood that a burst
of errors can be corrected. In contrast, the MTTDL is prac-
tically insensitive to the segment lengthℓ because, regard-
less of the segment length, an unrecoverable failure within
a segment is essentially caused by a single burst of errors.
A judicious selection ofℓ can be made by considering that
increasingℓ results in an increased storage efficiency (i.e.
reduced cost), but also in an increased penalty on the I/O
performance, according to (4), (12) and (13). In the case
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Figure 3. Saturation throughput reduction as
a function of cost for m = 8, 16 (small writes).

of small writes, and because the saturation throughput of
a RAID system is inversely proportional to theIOE met-
ric, the saturation throughput reduction,rd, due to the IDR
scheme is given by

rd =
IOE(1)−1 − IOE(n̄)−1

IOE(1)−1
=

IOE(n̄) − IOE(1)

IOE(n̄)
,

(14)
wheren̄ is given by (12).

From the above, we obtain the tradeoff between the re-
duction of saturation throughput and the cost in terms of
the number of disks deployed, as shown in Figure 3, with
the values for these two measures obtained by considering
variousℓ that are multiples ofm. The vertical dashed line
corresponds toℓ/m = 16, which implies a cost increase of
m/(ℓ − m) = 6.67%. The vertical arrow shows the ad-
ditional reduction of the saturation throughput from 7.8%
to 14.5% when we change from the IPC (128,8) to the IPC
(256,16) scheme.

We now consider the IPC redundancy scheme employed
in conjunction with RAID 5 and RAID 6 systems, with
ℓ = 256 and m = 16, and examine the sensitivity of
the reliability to the error-burst length distribution. First,
we consider that the burst length distribution specified in
(6) slightly changes, with the probability of encountering
a burst of 17 consecutive sector errors becoming ten times
smaller, fromb17 = 10−4 to b′17 = 10−5, and the probabil-
ity of encountering a burst of 15 consecutive sector errors
almost doubling, fromb15 = 10−4 to b′15 = 1.9×10−4.
Note that for the new distribution, the values correspond-
ing to the error-related measures considered in Section 5
remain practically unchanged, i.e.,B̄′ = 1.029, P ′

a = 0.05,
andNa

′

= 0.147.
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Figure 4. MTTDL for various burst-length error
distributions ( ℓ = 256, m = 16).

The corresponding MTTDLs for RAID 5 and RAID 6
systems are shown in Figure 4. Compared with Figure 2,
in the interval of interest, the MTTDL corresponding to
the RAID 5 system enhanced by the IDR scheme is sig-
nificantly higher, despite the fact that the above-mentioned
error-related measures practically have not changed. In par-
ticular, forPs = 5×10−9 the MTTDL increases along the
right vertical dashed line by an order of magnitude, from
5818 to 28,232 hours. This behavior is explained as fol-
lows. From (9), and given that̄B′ ≃ B̄, G17 = 10−4, and
G′

17 = 10−5, it follows that the probability of a segment
error is reduced by one order of magnitude, which in turn
results in an increase of the MTTDL. In particular, for un-
recoverable sector error probabilities in the interval of inter-
est that are larger than10−10, we observe that the reliability
level achieved by the RAID 5 system enhanced by the IDR
scheme is higher than that of the RAID 6 system (indicated
by the shaded area in the figure) and essentially the same as
that of a system operating without unrecoverable sector er-
rors. Note also that the MTTDLs corresponding to the plain
RAID 5 and RAID 6 systems remain practically unchanged.

In Section 5 it was mentioned that for some disk fami-
lies, the probability of having a single sector in error may
not be very high. We therefore consider a modified error-
burst length distribution with a significant likelihood of hav-
ing two and three consecutive sectors in error. We ob-
tain this distribution by changing the values of the first
three elements of the above distribution as follows: from
{b′1, b

′

2, b
′

3} = {0.9812, 0.016, 0.0013} to {b′′1 , b′′2 , b′′3} =
{0.5812, 0.316, 0.1013}. Note thatG′′

17 remains the same,
i.e. G′′

17 = G′

17 = 10−5, but the above-mentioned error-
related measures change significantly, with the new values



beingB̄′′ = 1.529, P ′′

a = 0.62, andNa
′′

= 0.88. Neverthe-
less, as shown in Figure 4, the MTTDL changes only for the
IDR enhanced systems and only slightly. In particular, for
Ps = 5×10−9 the MTTDL for the RAID 5 + IDR system
increases along the right vertical dashed line slightly from
28,232 to 32,832 hours. This behavior is due to the fact that
the resulting probability of a segment error is of the same
order because it is further reduced, according to (9), by a
factor of onlyB̄′′/B̄′ = 1.529/1.029 = 1.486.

8. Performance Results

Here we study the performance impact of the RAID
and IDR schemes on the response time and the saturation
throughput of the corresponding systems by using event-
driven simulations. Most modern RAID controllers have
a large battery-backed cache that boosts the overall system
performance by reducing the I/O requests to the disks and
performing aggressive read-ahead and write-behind. The
response time of an array as experienced by the end user
can be dramatically shortened by increasing the size of the
array cache and selecting the replacement strategy based
on the characteristics of workloads. As our main inter-
est in the simulation is the difference in performance of
the RAID schemes considered, rather than caching mech-
anisms or characteristics of workloads, we start measuring
the response time of requests after caching, i.e., from the
instant when they are sent to the disks. Therefore, the sat-
uration throughput measures the maximum throughput be-
tween the front-end (cache) and the back-end (disk array),
assuming sufficient bandwidth in between. The higher the
saturation throughput, the better the performance of the un-
derlying RAID mechanism. We use the lightweight event-
driven simulator developed in [6] to obtain the results. We
assume a first-come first-served (FCFS) scheduling policy
for serving the I/O requests at each disk. Actually, we have
tested several other disk-scheduling policies such as SSTF,
LOOK, and C-LOOK, and found that the scheduling policy
does not change the relative performance of the schemes
considered.

We obtain the mean response times of a RAID 5 array
consisting of 8 SATA disks and a RAID 6 array consist-
ing of 16 SATA disks as a function of the I/O requests per
disk per second. We also evaluate the performance of the
RAID schemes enhanced by the IDR schemes. For the IDR
schemes, we employ the IPC (128,8) and the IPC (256,16)
schemes. We consider the small-read/write scenario and use
synthetic workloads generating aligned 4-KB-small I/O re-
quests with uniformly distributed logical block addresses.
The ratio of read to write is set to be 1:2, i.e., there are
33.33% reads and 66.67% writes. The request inter-arrival
times are assumed to be exponentially distributed.

Figure 5 shows that the increase observed in the response
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Figure 5. Response time of various RAID sys-
tems (synthetic workload, small read/write re-
quests, one third reads, two thirds writes).

times when RAID 5 is enhanced by the IPC-based IDR
scheme is minor for mean arrival rates of less than 25 I/O
requests per second. However, the increase in the response
times for RAID 6 is significant. Furthermore, the satura-
tion throughput for RAID 6 is about 66% of the saturation
throughput

Also the saturation throughput for RAID 5 is 30.25 I/O
requests per disk per second, whereas for RAID 5 enhanced
by the IPC-based IDR scheme it is 29.75 I/O requests per
disk per second. This represents a minor, 2%, degradation
in saturation throughput due to the IPC-based IDR scheme.
However, for RAID 6 the saturation throughput is 20.16 I/O
requests per disk per second, which represents a substantial
degradation of 33%.

9. Conclusion

Owing to increasing disk capacities and the adoption of
low-cost disks in modern data storage systems, unrecover-
able or latent media errors are becoming a significant cause
of user data loss. An intradisk redundancy scheme de-
veloped to enhance the reliability of RAID systems in the
presence of unrecoverable errors was considered. Based
on empirical field results, we have shown that the extent
to which unrecoverable sector errors occur is substantially
higher than the data sheet specifications provided by the
disk manufacturers. Our results demonstrate that the reli-
ability level achieved by this intradisk redundancy scheme
is adversely affected owing to the increased number of unre-
coverable errors in this wide range. The effect of the spatial



locality of errors on the system reliability is also considered.
A sensitivity analysis to the error-burst length distribution
reveals that the reliability achieved by the intra-disk redun-
dancy scheme is sensitive to the tail of the distribution. The
I/O and throughput performance of the RAID 5 and RAID 6
systems enhanced by the intra-disk redundancy scheme was
evaluated by means of analysis and simulations. The trade-
off between I/O performance and cost, in terms of capac-
ity, was also assessed. For the SATA drives considered, the
results obtained demonstrate that by appropriately revising
the parameters of the intra-disk redundancy scheme, the re-
liability can be improved substantially over a wide range
of sector error probabilities. This scheme offers the maxi-
mum possible improvement on reliability, with only a min-
imal penalty on the I/O performance. Therefore a RAID 5
system enhanced by an intra-disk redundancy scheme is an
attractive alternative to a RAID 6 system, as its reliability
is similar to and its I/O performance better than that of a
RAID 6 system.

APPENDIX

NEIGHBORING SECTORERRORS

Let us consider a randomly chosen sector in error,SEC,
and let us denote its position byα. The lengthBs of the
corresponding burst is distributed as follows:P (Bs = j) =
j bj/B̄ for j = 1, 2, . . . [10]. Let alsoNa denote the num-
ber of additional unrecoverable sector errors in the interval
[α − 20, α + 20] aroundSEC. Assuming that the burst
lengths do not exceed 20, i.e.Bs ≤ 20, the number of
other sector errors within a radius of 20 sectors (i.e. 10 KB)
of SEC is equal to the burst length reduced by one, i.e.
Na = Bs − 1.

As the likelihood that a second burst occurs within the
specified interval is negligible, the probabilityPa thatSEC
has at least one neighbor sector in error within the speci-
fied interval is therefore equal to the probability of the burst
length exceeding one. From the above it follows that

Pa = P (Bs > 1) = 1 − P (Bs = 1) = 1 −
b1

B̄
. (15)

Also, the average number of neighboring errorsNa is
given by

Na =
∑

i=0

i P (Na = i) =
∑

i=0

i P (Bs = i + 1)

=
∑

i=0

i
(i + 1) bi+1

B̄
=

∑

i=0

[(i + 1)2 − (i + 1)] bi+1

B̄

=
∑

j=1

j2 bj

B̄
−

∑

j=1

j bj

B̄
=

B2

B̄
−

B̄

B̄
=

B2

B̄
− 1 .

(16)
Note also that the following inequalities hold:E[(B −

B̄)2] ≥ 0 ⇒ E(B2) ≥ B̄2 ⇒ B2

B̄
≥ B̄. This, together

with (16), implies thatB̄ ≤ Na + 1.
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