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ABSTRACT
In today’s large-scale distributed storage systems, vast amounts
of user data are stored among a large number of nodes and
disks. High availability and increased reliability require that
data be stored in a redundant manner. We consider the two
popular redundancy schemes: replication and erasure cod-
ing. In particular, we consider RAID-type distributed stor-
age systems. New analytical models are developed to assess
the system reliability in terms of the mean time to data loss,
the storage efficiency, and the I/O throughput performance.
Furthermore, we address the issue of placement of the re-
dundant data in the nodes, and examine its effect. The
models are then extended to analytically assess the impact
of unrecoverable or latent media errors encountered on disk
drives. We propose to use the intradisk redundancy scheme
to cope with those type of errors and enhance the relia-
bility of the storage systems. Our analytical results show
that distributed RAID-5 systems enhanced by the intradisk
redundancy scheme provide improved reliability compared
with mirroring replication systems. They also require less
storage space, but incur I/O performance degradation.

1. INTRODUCTION
In today’s large-scale distributed storage systems, vast

amounts of user data are stored among a large number of
nodes and disks. Distributed peer-to-peer storage systems,
such as Farsite, Freenet, Intermemory, OceanStore, CFS,
and PAST, aim at providing inexpensive, highly-available
storage without centralized servers (see [15] and the refer-
ences therein). In the presence of component failures, such
as node and disk failures, reliability, long-term durability,
and high availability are ensured by storing user data in a
redundant manner. Redundancy is achieved by employing
the established, widely used replication and erasure coding
schemes.

Replication is the simplest redundancy scheme where, r
identical copies of each user data are kept at any instant
in the system nodes. Wide-scale replication increases the
reliability, availability, and durability, but it also increases
the bandwidth and storage requirements of the system. The
value of r should therefore be appropriately set to ensure the
desired availability and performance levels.

Erasure codes provide sufficient redundancy, which is less
than that of the replication schemes. Erasure codes divide
a data entity into m fragments and recode them into n frag-
ments, where n > m. The rate of encoding is then given
by r = m/n < 1. A rate-r code increases the storage cost
by a factor of 1/r. The key property of maximum distance

separable (MDS) erasure codes is that the original data can
be reconstructed from any m of the n fragments. By storing
each of the n fragments into a separate node, data is pro-
tected against the simultaneous failure of up to n−m nodes.
Such erasure codes are a superset of replication and RAID
systems. For example, a system that creates four replicas
for each block can be described by an (m = 1, n = 4) erasure
code. RAID level 1, 4, 5, and 6 systems can be described
by (m = 1, n = 2), (m = 4, n = 5), (m = 4, n = 5), and
(m = 4, n = 6) erasure codes, respectively.

The work in [15] quantifies the availability gained using
erasure codes. It shows that erasure codes use an order of
magnitude less bandwidth and storage than replication for
systems with similar mean time to failure (MTTF). It also
shows that employing erasure codes increases the MTTF of
the system by many orders of magnitude over simple repli-
cation, with the same storage overhead and repair times.

Erasure coding in a dynamic error-prone environment re-
quires the precise identification of failed or corrupted frag-
ments. Without this ability, there potentially is a factorial
number of

`

n

m

´

combinations of fragments to be tested in or-
der to reconstruct the original data. As a result, the system
needs to detect whether a fragment has been corrupted, and,
if so, it discards it. A secure verification hashing scheme can
serve the dual purpose of identifying and verifying each frag-
ment. As the original data can be reconstructed by any m
correctly verified fragments, such a scheme is likely to in-
crease the bandwidth and storage requirements. However,
in [15] it is argued that the requirements are less than those
corresponding to a replication system.

Another comparison of replication and erasure coding is
presented in [11]. Unlike the comparison in [15], this pa-
per considers the characteristics of the nodes, and concludes
that in some cases the benefits from coding are limited, and
may not be worth its disadvantages. Whereas previous com-
parisons mostly argue in favor of erasure coding, because of
its huge storage savings for the same availability levels (or
conversely, huge availability gains for the same storage lev-
els), this work reaches a different conclusion. It argues that
although gains from coding exist, they are highly dependent
on the characteristics of the nodes that comprise the over-
lay network. In fact, the benefits of coding are so limited in
some cases that they can easily be outweighed by some dis-
advantages and the additional complexity of erasure codes.
In particular, the savings of erasure coding are higher when
data is stored in unreliable servers (lower server availability
levels) or when the reliability guarantees are more stringent
(higher number of nines in data availability). The redun-
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dancy gains from using erasure coding range from 1- to 3-
fold. Clearly, erasure coding prevails when we consider the
redundancy savings and the smaller amount of data that
need to be written. But the authors in [11] argue that more
important than these two aspects is the savings in the band-
width required to restore redundancy levels in the presence
of a changing membership. This stems from the fact that
bandwidth, and not spare storage, is most likely the limiting
factor for the scalability of peer-to-peer storage systems.

The main point raised against the use of coding is that it
introduces complexity in the system. Not only is there com-
plexity associated with the encoding and decoding of the
blocks, but the entire system design becomes more complex
(e.g., the task of redundancy maintenance becomes more
complicated). Another point against the use of erasure codes
is the download latency in a environment like the Internet
where the inter-node latency is very heterogeneous. When
using replication, data can be downloaded from the replica
that is closest to the client, whereas with coding the down-
load latency is bounded by the distance to the m-th closest
replica. Coding also complicates the task of downloading
only a particular subset of the data object (a sub-block),
as the entire data object must be reconstructed. With full
replicas, sub-blocks can be downloaded trivially. A similar
observation is that erasure coding is not adequate for a sys-
tem design in which operations are done at the server side,
like keyword searching.

Regarding erasure codes, recent research suggests that
low-density parity-check (LDPC) codes can achieve high
coding bandwidth and near-optimal coding efficiency. Some
near-optimal erasure codes, such as Luby-transform (LT)
codes, allow data reconstruction with a significant higher
read flexibility than plain replication. These codes are rate-
less in that they can generate a practically infinite number
of coded blocks. They also achieve a good tradeoff between
transmission overhead and computation overhead. Robu-
STore [16] uses speculative access to exploit the rateless
feature of these erasure codes. Combining erasure codes
and speculative access leads to increased performance. It is
also argued that an erasure-code-based scheme is more effec-
tive in adapting to performance variation than a replication-
based scheme.

From the preceding, it follows that each of the two schemes
has advantages and disadvantages, and therefore additional
work is needed to further investigate their impact on system
performance in depth.

The key contributions of this paper are the following. We
consider the replication and RAID-type distributed storage
systems. New analytical models are developed to assess the
system reliability in terms of the mean time to data loss
(MTTDL), the storage efficiency, and the I/O throughput
performance. Furthermore, we address the issue of place-
ment of the redundant data in the nodes, and examine its
effect. Our analysis shows that the reliability is insensitive
to the way replication data are placed in the nodes. The
models are then extended to analytically assess the impact
of unrecoverable or latent media errors encountered on disk
drives. As our results demonstrate, the presence of unre-
coverable errors decreases the reliability level by orders of
magnitude. The results obtained also reveal that, contrary
to previous conviction, the reliability of a mirroring replica-
tion system can be lower than that of a distributed RAID-5
system, when the probability of unrecoverable sector errors

is sufficiently high. We therefore propose to use the intradisk
redundancy scheme to cope with those type of errors, and
enhance the reliability of the storage systems, especially in
the presence of multiple correlated media errors on the same
track or cylinder of the hard-disk drives (HDDs). Our an-
alytical results show that distributed RAID-5 systems en-
hanced by the intradisk redundancy scheme provide im-
proved reliability compared with mirroring replication sys-
tems. They also require less storage space, but incur I/O
performance degradation.

The remainder of the paper is organized as follows. Sec-
tion 2 discusses results obtained by previous works consider-
ing the replication scheme. Section 3 describes the replica-
tion and distributed RAID schemes, introduces the relevant
performance measures, and addresses the placement issue
of redundant data in the system nodes. Also, closed-form
expressions for the MTTDL of the two schemes are derived.
Numerical results demonstrating their relative reliability are
provided in Section 4. Section 5 considers the issue of un-
recoverable or latent errors and reviews the extent to which
these errors occur. The basic intra-disk redundancy scheme
developed for increasing the reliability of disks in the pres-
ence of unrecoverable errors and disk failures is briefly re-
viewed in Section 6. In Section 7, the I/O performance of
the various systems is considered in terms of the saturation
throughput that is evaluated analytically. Section 8 presents
numerical results demonstrating the effectiveness of the mir-
roring replication and distributed RAID-5 schemes in both
variants, i.e., plain as well as enhanced by the intra-disk
redundancy scheme. Finally, we conclude in Section 9.

2. RELATED WORK

2.1 Replication
The problem of using replication to reliably maintain state

in a distributed system for time spans that far exceed the
lifetimes of individual replicas is addressed in [10]. This
scenario is relevant for any system comprised of a poten-
tially large and selectable number of replicated components,
each of which may be highly unreliable, where the goal is
to have enough replicas to keep the system “alive” (mean-
ing at least one replica is working or available) for a certain
expected period of time, i.e., the system’s lifetime. In par-
ticular, this applies to recent efforts to build highly available
storage systems based on the peer-to-peer paradigm. This
work studies the impact of practical considerations, such as
storage and bandwidth limits, on the system and presents
methods to optimally choose system parameters so as to
maximize lifetime. The analysis presented reveals that, for
most practical scenarios, it is better to invest the available
repair bandwidth in aggressively maintaining a small num-
ber of replicas than spreading it across a large number of
replicas.

2.2 Replication Strategies
Decentralized storage systems, such as CFS, OceanStore,

Ivy, and Glacier, use replication to provide reliability, but
employ a variety of different strategies for placement and
maintenance. In architectures that employ distributed hash
tables (DHTs), the choice of algorithm for data replication
and maintenance can have a significant impact on perfor-
mance and reliability [8]. This work presents a compara-
tive analysis of replication algorithms that are based upon a
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specific design of DHT. It also presents a novel maintenance
algorithm for dynamic replica placement, and considers the
reliability of the resulting designs at the system level.

According to this approach, replicas of a data item are
placed on the r successors of the node responsible for that
item’s key. In the case of dynamic replication, replica place-
ment is performed based on an allocation function. Random
placement is not considered to be a realistic option because
it would lead to high maintenance costs and make it impos-
sible to exploit local routing information. This work pro-
poses five different placement schemes. The scheme that
minimizes the probability of data loss is the block placement
scheme, in which replicated data is stored in the same set of
nodes. It is, however, stated that this scheme has the high-
est overhead, because of discontinuities in the placement
function.

3. REPLICATION VERSUS DISTRIBUTED
RAID

We consider data stored in nodes that are subject to fail-
ure. Our goal is to increase the system reliability and data
availability in the presence of node failures. Here, we con-
sider the case where the expected time of data availability
is orders of magnitude higher than that of the node avail-
ability, such that data is lost only because of node failures.
We consider the following two schemes for increasing system
reliability:

Replication Scheme: Data Di stored in a node is repli-
cated r times, i.e., it is also stored in r−1 additional nodes.
In this case data Di is lost when all of the r nodes fail.

Distributed RAID Scheme: Data Di is divided into m
pieces, Di,1, . . . , Di,m, and stored in m different nodes. Fur-
thermore, additional parity information is generated in a
RAID fashion and stored in additional nodes.

Let us make the following assumptions:

(A1) Node failure rates are independent and exponentially
distributed with parameter λ = 1/MTTFn.

(A2) The rebuild time Ri for data Di follows an exponential
distribution with parameter µi = 1/Ri.

(A3) The rebuild time R for all data of a node follows an
exponential distribution with parameter µ = 1/R.

Note that the above assumptions refer to nodes, not to
disks. As disk failures do not necessarily imply node fail-
ures, node failures can be independent with exponentially
distributed rates, in contrast to the disk failures that are
neither independent nor exponentially distributed [13].

We now proceed by addressing the following question.
How should the data be stored in the available nodes to
maximize the MTTDL? For the purposes of our discussion,
let us start by considering the case of replication with r = 2.
Let D1, D2, . . . , Dk represent the user data stored in a node,
say node n0, and D′

1, D
′

2, . . . , D
′

k the replicated data stored
in nodes n1, n2, . . . , nq, respectively, with the nodes not all
being necessarily different. Without loss of generality, we
also assume that the user data are of equal size, and that
the system is homogeneous, such that the corresponding re-
build times R1, R2, . . . , Rk are identically distributed. From
assumption (A2), it follows that µ1 = · · · = µi = · · · = µk,
with 1 ≤ i ≤ k. When node n0 fails, the system enters
the critical mode and starts the rebuild of the data from

the replicas. The mode is critical because if one of nodes
n1, n2, . . . , nq fails, this would lead to data loss. Let F de-
note the time to the next node failure while in critical mode.
From assumption (A1), it follows that F is exponentially dis-

tributed with parameter λ(Q) = Qλ, where Q is the number
of different nodes in the set {n1, n2, . . . , nq}. Clearly, F is
maximized when Q = 1, that is, when n1 = n2 = · · · = nq,
which implies that all replicas are stored in the same node.
This is in agreement with the discussion in Section 2.2,
where it is argued that the probability of data loss is min-
imized when data are placed together rather than being
spread. But according to the discussion in Section 7.1 of
[3] 1, the duration of the critical period also depends on the
rebuild time R, and is equal to the minimum of F and R.
From assumption (A3), it follows that R is exponentially

distributed with a parameter µ(Q) that depends on Q. The
probability Pfr that the critical mode ends because of an-
other node failure is then given by

Pfr = P (F < R) =
λ(Q)

λ(Q) + µ(Q)
. (1)

The MTTDL of the system increases when Pfr decreases.
Note that minimizing λ(Q), by placing all replicas in the
same node (Q = 1), results in an increase of the rebuild
time, because all data need to be read from the same node.
Therefore, as the parameter µ(Q), which is given by µi/k, is
also minimized, it is not evident whether Pfr is minimized.
From (1) it follows that for Q = 1, Pfr = λ/(λ + µi/k). On
the other hand, if all replication data are placed in k different
nodes, that is Q = k, then F is minimized, with λ(Q) = kλ.
Assuming that the rebuild is performed on k different nodes,
the rebuild time is also minimized with µ(Q) = µi. In this
case Pfr = kλ/(kλ+µi), which is the same as the one derived
above in the case of Q = 1. Consequently, the reliability
does not seem to be affected by the node placement of the
replication data. Based on that, we will consider in the
remainder of the paper that the redundancy data are placed
together. This means that in the general case of replication,
D1, D2, . . . , Dk are stored in one node, and the replicated
data are stored in the same r−1 additional nodes, as shown
in Figure 1(a).

In the case of distributed RAID with a number of p par-
ities, the corresponding array size A is equal to m + p.
Thus, D1,1, . . . , D1,m and P1,1, . . . , P1,p are stored in A dif-
ferent nodes, as shown in Figure 1(b). Subsequent data are
stored in the same nodes, such that D1,1, D2,1, . . . , Dk,1 are
stored in one node, D1,m, D2,m, . . . , Dk,m in another node,
P1,1, P2,1, . . . , Pk,1 in another node, and P1,p, P2,p, . . . , Pk,p

in another node. With this arrangement, in every group of
A− p nodes containing data corresponds a group of p nodes
containing parities.

The notation used for the analysis is given in Table 1.
The parameters are divided into two sets, namely, the set
of independent and that of dependent parameters, listed in
the upper and lower part of the table, respectively. It is also
assumed that the node failure rate is much higher than the
disk failure rates.

From the above assumptions, it follows that the proba-
bility Pf that at an arbitrary time the contents of a tagged

1Note that the formulas derived in that work for the case
of disk failures can also be applied to obtain results for the
case of node failures, as done in this work.
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(b) Distributed RAID scheme: array group.

Figure 1: Distributed redundancy schemes.

Parameter Definition

1/λ Mean time to failure for a node
1/µ Mean time to rebuild for a node
Nrepl Number of nodes in the system in the case of replication
NRAID Number of nodes in the system in the case of distributed RAID
grepl Number of replication groups in the system in the case of replication
gRAID Number of array groups in the system in the case of distributed RAID
r Replication factor
A Number of nodes per array group
p Number of parity nodes per array group
MTTFn Mean time to failure for a node
MTTRn Mean time to recover the contents of a failed node

Pf Probability that at an arbitrary time the contents of a tagged node are being rebuilt
because the node has failed

MTTDL group Mean time to data loss for a replication group
MTTDL array Mean time to data loss for an array group
MTTDL replication Mean time to data loss for the entire replication system
MTTDLRAID Mean time to data loss for the entire distributed RAID system

se(replication) Storage efficiency of the replication scheme

se(RAID) Storage efficiency of the RAID scheme
s Storage-requirement factor of the space required by the distributed RAID approach

compared with the space required by the replication approach

Table 1: Notation of system parameters.

node are being rebuilt because the node has failed is given
by

Pf =
λ

λ + µ
. (2)

It also holds that

MTTDL replication =
MTTDL group

grepl
, (3)

and

MTTDLRAID =
MTTDL array

gRAID
. (4)

The storage efficiency of a replication system is given by

se(replication) =
1

r
. (5)

Assuming that the replication system is comprised of Nrepl

nodes, the number of nodes containing user data (not repli-
cated data) is equal to Nrepl/r.

The storage efficiency of a distributed RAID system is
given by

se(RAID) =
A − p

A
= 1 −

p

A
. (6)

Assuming that the system is comprised of NRAID nodes, the
number of nodes containing user data (not parity data) is
equal to NRAID(A− p)/A. Considering a replication system
and a RAID distributed system storing the same amount of
user data, yields Nrepl/r = NRAID(A− p)/A. Consequently,
the storage-requirement factor s of the space required by
the distributed RAID approach compared with the space
required by the replication approach is given by

s ,
NRAID

Nrepl
=

se(replication)

se(RAID)
=

A

r(A − p)
. (7)

Also, the number of replication groups and the number of

4



1 2 3 4
10

−6

10
−4

10
−2

10
0

10
2

10
4

10
6

10
8

10
10

10
12

Replication Factor ( r )

M
T

T
D

L 
R

A
ID

  /
  M

T
T

D
L 

re
pl

ic
at

io
n RAID 5

RAID 6
RAID N+3
RAID N+4
RAID N+5

1 2 3 4
10

−6

10
−4

10
−2

10
0

10
2

10
4

10
6

10
8

10
10

10
12

Replication Factor ( r )

M
T

T
D

L 
R

A
ID

  /
  M

T
T

D
L 

re
pl

ic
at

io
n RAID 5

RAID 6
RAID N+3
RAID N+4
RAID N+5

(a) A(1) = A(RAID 5) = 2. (b) A(1) = A(RAID 5) = 4.

Figure 2: Ratio of MTTDL of distributed RAID to MTTDL of replication.

RAID array groups in the system are given by

grepl =
Nrepl

r
and gRAID =

NRAID

A
, (8)

respectively.
In the case of distributed RAID, data in a given array

group is lost when there are p+1 simultaneous node failures.
In particular, for λ ≪ µ, it can be shown that

MTTDL array ≈
µp

A(A − 1) · · · (A − p)λp+1
, (9)

which is the extension of Eqs. (46) and (53) of [3] derived
for the cases of p = 1 (RAID-5 system) and p = 2 (RAID-6
system), respectively.

In the case of replication, data in a given replication group
is lost when all r nodes fail. The corresponding MTTDL is
obtained from (9) by substituting A = r and p = r − 1.
Thus,

MTTDL group ≈
µr−1

r! λr
. (10)

From (3) to (10), it follows that the ratio f(r, p) of the
MTTDLs corresponding to the distributed RAID and repli-
cation schemes is given, as a function of r and p, by

f(r, p) ,
MTTDLRAID

MTTDL replication
=

MTTDL array grepl

MTTDL group gRAID

= (A − p)
MTTDL array

MTTDL group

=
r!

A(A − 1) · · · [A − (p − 1)]

„

λ

µ

«r−p−1

=
r! ρr−p−1

A(A − 1) · · · [A − (p − 1)]
, (11)

where

ρ ,
λ

µ
. (12)

Combining (2) and (12), (11) yields

f(r, p) ,
MTTDLRAID

MTTDL replication

=
r!

A(A − 1) · · · [A − (p − 1)]

„

Pf

1 − Pf

«r−p−1

. (13)

A(1) \ r 1 2 3 4

2 2 1 0.666 0.5
4 1.333 0.666 0.444 0.333

Table 2: Storage-requirement factor s of distributed
RAID versus replication systems.

4. RELIABILITY RESULTS
We also consider replication systems with r = 1, 2, 3, and

4. We consider RAID-5, RAID-6, RAID-(N+3), RAID-
(N+4), and RAID-(N+5) type of systems, which correspond
to p = 1, 2, 3, 4, and 5, respectively. The erasure code over-
head is assumed to be fixed by taking the array length to be
proportional to p, i.e., A(p) = p A(1), where A(1) denotes
the array length in a RAID-5 configuration. We also set
Pf = 10−3.

Table 2 lists the storage-requirement factor s, given by
(7), as a function of A(1) and r. We observe that as A(1)
and r increase, the factor s decreases. Note that a RAID-5
configuration with A(1) = 2 is equivalent to a replication
system with r = 2, and therefore s = 1.

Figure 2 shows the ratio of the MTTDL for distributed
RAID to the MTTDL for replication as a function of r,
for various RAID configurations having the same storage
efficiency as a RAID-5 system with array sizes of A = 2
and A = 4. We observe that as r increases, the MTTDL
ratio decreases, but the storage-requirement factor s also
decreases. Also, as p increases, the system reliability for
distributed RAID increases. For A = 2, increasing p by
one results in an MTTDL increase by roughly two orders of
magnitude.

From Figure 2(a), we note that a distributed RAID-6 sys-
tem with an array size equal to 4 and p = 2 provides roughly
the same reliability as that of a replication system with
r = 3, but it requires a storage space which is only 66% of
that required by the replication system. From Figure 2(b),
we note that a distributed RAID-(N+4) system with an ar-
ray size equal to 16 and p = 4 provides roughly the same
reliability as that of a replication system with r = 3, but
requires a storage space which is only 33% of that required
by the replication system.
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Parameter Definition

Dn Number of disks per node
Cd Disk drive capacity
S Sector size
ℓ Number of sectors in a segment
m Number of parity sectors in a segment or number of interleaves or interleaving depth
Pbit Probability of an unrecoverable bit error (data sheet specification)
Psec Probability of an unrecoverable sector error (data sheet specification)

Cn Node capacity

se(RAID) Storage efficiency of the RAID scheme

se(IDR) Storage efficiency of the intra-disk redundancy (IDR) scheme

se(replication+IDR) Storage efficiency of the RAID system enhanced by IDR

se(RAID+IDR) Storage efficiency of the replication system enhanced by IDR
Ps Probability of an unrecoverable error on a tagged sector at an arbitrary time

Table 3: Notation of system parameters.

5. UNRECOVERABLE ERRORS
The reliability of storage systems is also degraded by the

occurrence of unrecoverable or latent sector errors, that is,
of errors that cannot be corrected by either the standard
sector-associated error-correcting code (ECC) or the re-read
mechanism of the HDDs. As the occurrence of unrecoverable
or latent sector errors and therefore the percentage of drives
that develop such errors increase with disk capacity [5, 9],
the emergence of high-capacity SATA drives as a low-cost
alternative to SCSI and FC drives in data storage systems
has brought the issue of system reliability to the forefront.

Techniques such as disk scrubbing [12, 14] and intradisk
redundancy [2, 3] have been proposed to enhance reliability.
The established, widely used disk scrubbing scheme period-
ically accesses disks to detect media-related unrecoverable
errors. The scrubbing process identifies unrecoverable sector
errors at an early stage and attempts to recover them. Thus,
the scrubbing effectively reduces the probability of encoun-
tering unrecoverable sector errors when a failure occurs. On
the other hand, the recently proposed intra-disk redundancy
scheme uses a further level of redundancy inside each disk.
It is based on an interleaved parity-check coding scheme [3],
which incurs only negligible I/O performance degradation
and has been developed to increase the reliability of disks in
general, but especially in the presence of multiple correlated
media errors on the same track or cylinder.

A thorough comparison of these two schemes was pre-
sented in [6]. It was demonstrated that the reliability im-
provement due to disk scrubbing depends on the scrubbing
frequency and the workload of the system, and may not
reach the reliability level achieved by the intra-disk redun-
dancy scheme, which is insensitive to the workload. For this
reason, we consider the latter scheme in the remainder of
the paper.

The parameters associated with the intra-disk redundancy
scheme were chosen in such a way as to ensure sufficient
degrees of storage efficiency, I/O performance, and reliabil-
ity [3]. It was demonstrated that, for SATA disk drives,
a RAID-5 system enhanced by the intra-disk redundancy
scheme achieves a similar reliability as that of a RAID-6
system. The parameter choice was based on the assumption
that the unrecoverable sector error probability is the one
listed in the data sheet specifications provided by the disk

manufacturers. However, empirical field results reported re-
cently [1] suggest that the actual values can be orders of
magnitude higher than the values previously assumed [7].

Next we study the reliability of the replication and RAID
systems, in terms of the MTTDL, and find that the reli-
ability level is adversely affected by the presence of unre-
coverable or latent errors. We then demonstrate that the
reliability level can significantly be improved by enhancing
these systems with the intra-disk redundancy scheme. The
notation used for our analysis is given in Table 3. The pa-
rameters are divided into two sets, namely, the set of in-
dependent and that of dependent parameters, listed in the
upper and lower part of the table, respectively.

According to data sheet specifications, the likelihood of
unrecoverable errors occurring in SATA drives is ten times
higher than that in SCSI/FC drives [5]. The unrecoverable
bit error probability Pbit is estimated to be 10−15 for SCSI
and 10−14 for SATA drives. For a sector size of 512 bytes
(the default for nearline disks), the equivalent unrecover-
able sector error probability is Psec ≈ Pbit × 4096, which is
4.096×10−12 in the case of SCSI and 4.096×10−11 in the case
of SATA drives. In practice, however, and based on the em-
pirical field results recently reported in [1], this probability
seems to be much higher. In fact, it can be as high as 5×10−9

[7], which is more than two orders of magnitude higher than
the data sheet specifications for SATA and SCSI/FC disk
drives. This, in turn, suggests that the reliability of SATA
drives should be studied for values of the unrecoverable
sector error probability in the range [4.096×10−11 , 5×10−9]
rather than only for the data sheet specification value of
4.096×10−11 . As we will see in Section 8, increasing the
probability of unrecoverable sector errors in this wide range
has a significant impact on the system reliability.

6. INTRA-DISK REDUNDANCY SCHEME
Here we briefly review the intra-disk redundancy (IDR)

scheme presented in [2] and developed to increase the reli-
ability of disks in general, but especially to cope with the
adverse effect of the spatial locality of errors, such as corre-
lated media errors on the same track or cylinder of a disk
[1]. A number of n contiguous data sectors in a strip as
well as m redundant sectors derived from these data sectors
are grouped together, forming a segment. The redundant
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parity sectors are obtained using a simple XOR-based in-
terleaved parity-check (IPC) coding scheme [3], which, for
small unrecoverable sector error probabilities not exceeding
10−8, is shown to be as effective as the optimum, albeit
more complex, Reed–Solomon (RS) coding scheme. The en-
tire segment, comprising ℓ data and parity sectors, is stored
contiguously on the same disk, where ℓ = n + m. Note that
this scheme addresses the issue of spatial locality of errors in
that it can correct a single burst of m consecutive sector er-
rors occurring in a segment. However, unlike the RS scheme,
it in general does not have the capability of correcting any
m sector errors in a segment.

The segment size ℓ and the number m of parity sectors in a
segment are design parameters that can be optimized based
on the desired set of operating conditions such that sufficient
degrees of storage efficiency, performance and reliability are
ensured [7]. In general, more redundancy (larger m) pro-
vides better protection against unrecoverable media errors.
However, it also incurs more overhead in terms of storage
space, computations required to obtain and update the par-
ity sectors, and I/O operations. Furthermore, for a fixed de-
gree of storage efficiency, increasing the segment size results
in an increased reliability, but also in an increased penalty
on the I/O performance. Therefore, a judicious trade-off be-
tween these competing requirements needs to be made. The
storage efficiency se(IDR) of the IDR scheme is given by

se(IDR) =
ℓ − m

ℓ
= 1 −

m

ℓ
. (14)

A reasonable choice for the size of a segment and the num-
ber of parity sectors in a segment is ℓ = 128 and m = 8,
respectively [3]. The storage efficiency se(IDR) of the IDR
scheme is then equal to 94%. The choice of m = 8 seems
to be reasonable given that recent empirical data indicate
that the median number of errors for disks containing one
or several errors is 3 [1].

The overall storage efficiency of a replication system en-
hanced by the intra-disk redundancy scheme is then given
by

se(replication+IDR) = se(replication) se(IDR)

=
1

r

“

1 −
m

ℓ

”

. (15)

Similarly, the overall storage efficiency of a RAID-5 sys-
tem enhanced by the intra-disk redundancy scheme is given
by

se(RAID+IDR) = se(RAID) se(IDR)

=
“

1 −
p

A

” “

1 −
m

ℓ

”

. (16)

7. I/O PERFORMANCE ANALYSIS
Here we assess the saturation throughput of the various

schemes. In particular, we evaluate the I/O equivalent met-
ric IOE, because the saturation throughput of a RAID sys-
tem is inversely proportional to this metric [7]. The two key
components that make up the time required for the process-
ing of an I/O request to a disk are the seek time and the
access time. The seek time depends on the current and the
desired position of the disk head and is typically specified
using an average value corresponding to a seek that requires
the head to move half of the maximum possible movement.
The access time depends on the size of the data unit re-
quested. The processing time is determined by the type of

workload (e.g., random vs. sequential I/O) and the size of
the data unit. The processing time of an I/O request nor-
malized to the seek time is expressed by the IOE, which
was introduced in [4], where it is shown that the IOE of an
I/O request containing k 4-KB chunks is given by

IOE = 1 + k/50 . (17)

For RAID-5 arrays, writing small (e.g., 4 KB) chunks of
data located randomly on the disks poses a challenge, the
so-called “small-write” problem. This is because each write
operation to data also requires the corresponding RAID par-
ity to be updated. A practical way to do this is to read
the old data and the old parity from the two correspond-
ing disks, compute the new parity, and then write the new
data and the new parity. Hence, each small-write request
results in four I/O requests being issued. Because of the
small size of the data units involved, the predominant com-
ponent of the processing time for each I/O request is the
seek time. In [7] it is shown that the corresponding normal-
ized time required for the processing of a small-write request
for RAID 5, expressed through the IOE metric, is given by
4(1 + n/400), where n is the I/O request size expressed in
sectors. In the case of a RAID-5 array comprised of two
disks, which equivalently is a mirroring replication system,
each small-write request results in two I/O requests being
issued. Thus, the IOE metric is given by

IOE(n) =

(

2 (1 + n/400) for A = 2

4 (1 + n/400) for A > 2 .
(18)

Using the intra-disk redundancy scheme requires that the
intra-disk parity must also be updated whenever a data unit
is written. For a small write, a practical solution is to read
the old data and the corresponding old intra-disk parity as
part of a single I/O request. Then the new data and the
new intra-disk parity are computed and subsequently writ-
ten back to the disk by a single I/O request. The size of
the requested data increases, thereby increasing the access
time. However, for small writes and an appropriately de-
signed IDR scheme, the processing time is still dominated
by the seek time. Extending Equation (13) of [7] for the
case of A = 2, the corresponding IOE metric for RAID 5 is
obtained by

IOE =

(

2 (1 + n̄/400) for A = 2

4 (1 + n̄/400) for A > 2 ,
(19)

where n̄ is the average length of a single-sector write request
when the IDR scheme is used is given by

n̄ =

8

>

<

>

:

1 +
ℓ2

4(ℓ − m)
for ℓ/m even

1 +
ℓ + m

4
for ℓ/m odd.

(20)

8. NUMERICAL RESULTS
Here we analytically assess the effectiveness of the mir-

roring replication and distributed RAID-5 schemes. It is
assumed that each node contains 15 300GB SATA disks,
such that Dn = 15, Cd = 300 GB, and Cn = DnCd = 4.5
TB.

First, we consider the reliability of a replication system
with a replication factor of r = 2 in the absence of unre-
coverable sector errors. The system reliability is assessed
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Figure 3: Normalized MTTDL of a replication sys-
tem with r = 2 and Pf = 10−3 under correlated unre-
coverable sector errors (ℓ = 128, m = 8).

in terms of the MTTDL. In Section 3, it was argued that
the MTTDL does not depend on the method according to
which redundant data is placed on the nodes. We therefore
proceed by assuming that all redundant data corresponding
to user data contained in a node is placed on the same node.
This results in a RAID-10 mirroring replication system. Let
MTTFn,s be the mean time to failure of the first node con-
taining user data. As there are grepl replication groups con-
taining user data, and based on assumption (A1), it holds
that

MTTFn,s =
MTTFn

grepl
(21)

Combining (3) and (21) yields

MTTDL replication

MTTFn,s
=

MTTDL group

MTTFn

. (22)

The preceding reveals that the MTTDL of the system nor-
malized to MTTFn,s is independent of the system size, and
is equal to MTTDL normalized, the MTTDL of a replication
group normalized to the mean time to node failure, MTTFn.
We proceed by evaluating MTTDL normalized, which can be
analytically obtained using Equation (45) in [3] by substi-
tuting N = 2, λ = 1, Cd = Cn. Also, from (2) it fol-
lows that µ = λPf/(1 − Pf ). The MTTDL normalized corre-
sponding to Pf = 10−3 is shown in Figure 3 as a function
of the unrecoverable sector error probability. The interval
[4.096×10−11 , 5×10−9] of practical importance for Ps is in-
dicated between the two vertical dashed lines. In particular,
the left vertical dashed line indicates the SATA drive speci-
fication for unrecoverable sector errors. Note that for small
sector error probabilities, the MTTDL remains unaffected
because data is lost owing to a node rather than an unre-
coverable failure. In particular, the MTTDL of the repli-
cation group is 501 times MTTFn, which is more than two
orders of magnitude higher than MTTFn. However, as the
sector error probability increases, the MTTDL decreases.
For Ps = 4.096×10−11 the MTTDL is equal to 1.69 times
MTTFn, which is of the same order as the mean time to a

node failure (indicated by the ellipse). Thus, the presence
of unrecoverable errors reduces the system reliability by al-
most three orders of magnitude. The MTTDL decrease ends
when the sector error probability is larger than 5×10−10, in
which case the rebuild process in critical mode cannot be
successfully completed because of systematic unrecoverable
failures. In this case, the MTTDL is the mean time until
the group (i.e., any one of the two nodes) enters the critical
mode, which occurs after an expected time of MTTFn/2,
resulting in a normalized MTTDL of 0.5. The IPC-based
IDR scheme, however, improves the MTTDL significantly.
In particular, for Ps = 4.096×10−11 , the corresponding nor-
malized MTTDL is 401. Consequently, the IDR scheme im-
proves the MTTDL by more than two orders of magnitude,
therefore eliminating the negative impact of the unrecover-
able sector errors.

Next we consider the reliability of mirroring replication
(r = 2) and distributed RAID-5 systems. We start by as-
sessing the saturation throughput achieved by the various
systems in the case of small single-sector writes. From the
discussion in Section 7, it follows that the maximum sat-
uration throughput is achieved by the replication system.
As the saturation throughput of a RAID system is inversely
proportional to the IOE metric [7], the saturation through-
put of the distributed RAID-5 system, normalized to that
of the replication system, can be obtained using (18) and
(19). As shown in Figure 4(a), the saturation throughput of
a distributed RAID system is half of that of the replication
system, regardless of the array size. The saturation through-
puts of the replication and RAID systems enhanced by the
IDR scheme are 92% and 46% of the saturation through-
put of the plain replication system, respectively. The cor-
responding storage-requirement factors of the different ap-
proaches, relative to the plain replication approach, are ob-
tained by (5), (6), (15), and (16), and are shown in Fig-
ure 4(b). Note that the measures shown in Figure 4 are inde-
pendent of Pf and the unrecoverable sector error probability.
In contrast, the system reliability does depend on Pf and
Ps. Figure 5 shows the system MTTDL, normalized to the
MTTDL corresponding to the plain mirroring system, for
Ps = 4.096×10−11 and Ps = 5×10−9, when Pf = 10−3. The
MTTDLs are analytically obtained using Equations (37) and
(45) in [3]. Note that for Ps = 4.096×10−11 , a RAID-5
system enhanced by the intra-disk redundancy scheme has
a reliability that is about two orders of magnitude higher
than that of a plain replication scheme. For Ps = 5×10−9,
the reliability is more than one order of magnitude higher,
as shown in Figure 5(b). Note also that in this case even a
plain RAID-5 system offers a better reliability than a plain
replication system. This seems to be counter intuitive, given
that the RAID array reliability decreases as the array size
increases. This behavior is explained from the fact that
the system reliability depends also on the number of array
groups in the system, which is smaller than the number of
replication groups.

The redundancy scheme should be chosen such that suf-
ficient degrees of storage efficiency, performance, and relia-
bility are ensured. In general, increasing the array size in a
RAID-5 system results in reduced storage space and reliabil-
ity, except for large values of the unrecoverable sector error
probability, in which case the reliability of a plain RAID-5
system increases, as shown in Figure 5(b). Regarding the
I/O response time and throughput performance, and given
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Figure 4: Replication and RAID-5 systems without and with IDR (ℓ = 128, m = 8).
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Figure 5: MTTDL vs. array size for replication and RAID-5 systems without and with IDR (ℓ = 128, m = 8)
for Pf = 10−3.

that these measures depend on the saturation throughput,
we deduce from Figure 4(a) that a replication system has
a better performance than a RAID system. Consequently,
replacing a replication system with a RAID-5 system en-
hanced by the intra-disk redundancy scheme results in in-
creased reliability and storage efficiency, but also in an in-
creased penalty on the I/O performance. Therefore, a judi-
cious tradeoff between these competing requirements needs
to be made.

Furthermore, we have found that the same observations
and conclusions hold when Pf varies. This is illustrated
in Figures 6 and 7, which correspond to Pf = 10−4 and
Pf = 10−2, respectively.

9. CONCLUSIONS
High-availability and increased reliability of today’s large

scale distributed storage systems require that huge amounts
of user data be stored in a large number of nodes and disks in
a redundant manner. Two redundancy schemes, the replica-
tion and distributed RAID schemes, were considered. Closed-
form expressions for the reliability and storage efficiency of
the two schemes were derived. The I/O performance was
also considered by deriving analytical results for the satura-
tion throughput of the mirroring replication and distributed
RAID-5 systems. Furthermore, we also addressed the issue
of placement of the redundant data in the system nodes,
and demonstrated that the reliability is insensitive to the
way redundant data are placed in the nodes.

We investigated the effect of unrecoverable or latent me-
dia errors, and demonstrated that they significantly deteri-
orate system reliability. We therefore proposed to use the
intradisk redundancy scheme, which adds another level of
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Figure 6: MTTDL vs. array size for replication and RAID-5 systems without and with IDR (ℓ = 128, m = 8)
for Pf = 10−4.
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Figure 7: MTTDL vs. array size for replication and RAID-5 systems without and with IDR (ℓ = 128, m = 8)
for Pf = 10−2.

redundancy within the disks and nodes. Our analytical re-
sults showed that distributed RAID-5 systems enhanced by
the intradisk redundancy scheme provide improved reliabil-
ity compared with mirroring replication systems. They also
require less storage space, but incur I/O performance degra-
dation.
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