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ExaBounds—Better-than-back-of-the-envelope Analysis for
Large-Scale Computing Systems

Phillip Stanley-Marbell
∗

Abstract
Large-scale computing systems such as supercomputers

and commercial data centers pose many unique challenges
in terms of power delivery and heat removal, performance
at-scale, monetary cost of purchase and operation, and re-
liability during operation. Architectures to address these
challenges must make appropriate hardware-level choices,
in the context of the demands of target applications. Given
the huge combinatorial space of choices of algorithms for
solving various computational problems, hardware archi-
tectures, and technology for system implementation, it is
necessary to have a mechanism to identify subsets of the al-
gorithm, architecture, and technology design space worth
more detailed study.

EXABOUNDS is an analytic framework being developed
for efficiently estimating coarse-grained bounds on, and
growth rates of, compute performance, power dissipation,
monetary cost, and reliability, of large-scale computing sys-
tems. While not intended to enable precise performance
prediction as detailed processor or interconnect simulators
do, it enables insight into the interaction between perfor-
mance, power, cost, and reliability, by providing a meaning-
ful yet simple model with complete visibility into the causal
relations between system parameters and resulting system
behavior. The framework incorporates a large body of em-
pirical technology data, and its utility is demonstrated with
a design study for a real future large-scale computing sys-
tem.

1 Introduction

This draft document provides a very brief and prelim-
inary overview of the EXABOUNDS analysis tool, the pre-
liminary version of which is due to be delivered in month
5 of the Dome project (item 9.6 in version 4 of the planning
Gantt charts); the EXABOUNDS analysis tool is being devel-
oped over the course of the five-year Dome project. This
document also serves as the deliverable for the literature
survey of the state-of-the-art (item 1.2 in version 4 of the
planning Gantt charts).

Recent semiconductor technology generations have
yielded diminishing returns from utilizing silicon area to
achieve improved performance via aggressive pipelining

∗This work was done in 2012, while the author was affiliated
with IBM Research — Zürich,
Säumerstrasse 4, 8803 Rüschlikon, Switzerland. The author
is currently with the Massachusetts Institute of Technology,
Cambridge, Massachusetts, USA.

and sophisticated wide out-of-order issue architectures.
Across the spectrum of computing applications, there has
therefore been a growing interest in eschewing the previ-
ous norm of processors with complex microarchitectures,
for large numbers of simpler processors.

This trend raises many questions. For example, which
point in the design spectrum—with embedded processors
on one end, and server processors on the other—is the ap-
propriate choice, in the contexts of energy-efficiency, com-
pute performance, reliability, and monetary cost? Should
3D integration be employed in preference to on-die (2D)
integration of larger numbers of cores?, and so on. Such
questions must ideally be contemplated in the context of
complete systems incorporating components such as power
supplies, cooling, etc. To illustrate, Figure 1 plots the pur-
chase price, versus 1-year operation costs for just the pro-
cessors, for achieving a peak performance of 1018FLOP/s
(top) and 1018INT OP/s (bottom), based on a range of
commercially-available processors (see Table 1). From the
figure, the processor designs on the Pareto frontier (MX5 and
OMP) are clearly desirable over the other processor choices
with respect to purchase price and operating cost for work-
load sizes of 1018FLOPs / 1018INTOPs. However, the power
dissipation for real systems will comprise much more than
just the processor power. Furthermore, this power will scale
with process generations, achieved performance will be de-
pendent on application properties, and the appropriate sys-
tem architecture will depend on the properties of applica-
tions to be executed on it.

1.1 Contributions
EXABOUNDS is being designed to provide an analytic

framework to enable the qualitative investigation of the
above questions for future exaflop-scale (exa-scale) systems
having millions of hardware compute cores and tens of
millions of software threads or contexts. Systems of such
scale cannot, by definition, be analyzed using conventional
queuing-theoretic [41], network [64] or microarchitectural
simulation tools [63], and require new tools to enable the
efficient exploration of their design space. EXABOUNDS is
a new analytic framework being designed with the goal of
providing:

• lower bounds on power dissipation, based on lower
limits imposed by CMOS device physics and intercon-
nect and packaging technology properties;

• upper bounds on performance imposed by available
hardware concurrency and hardware data movement
capability, application data movement requirements,
available parallelism at different application granulari-
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Figure 1. From measured performance, peak and idle
power, price, and cost of energy delivery, it is possible to
calculate purchase price versus 1-year operation costs for
servers, for exa-FLOP (top) and exa-INTOP systems (bot-
tom). This however yields no insight into the tradeoffs
for different applications with varying fine- and coarse-
grained parallelism, good or poor data locality, the effects
microarchitecture, or of technology progression.

ties, and workload size;

• upper bounds on reliability across components of a
large-scale system, as a function of, among other
things, hardware concurrency (number of system com-
ponents);

• lower bounds on cost imposed by design, manufactur-
ing, hardware, and power delivery costs, over the run-
ning time of an application;

• precise analytic formalization of the strong- and weak-
scaling properties of applications paired to hardware
architectures, and an analytic treatment of their re-
lation to work and span parallelism [21], Amdahl’s
law [2], isoefficiency [36], and the roofline model [85].

Where applicable, the analytic models are supported
with empirical models of technology scaling trends, built
from a large collection of data from real designs, spanning
the last three decades, and augmented by ITRS roadmap
data. This enables prediction of trends and changes in
system-level tradeoffs across future generations of sys-
tems. For algorithm-dependent properties in the model, we
present characterizations of real-world algorithms, as input
to the analytic framework.

Coarse estimates of the bounds on performance, power,
reliability, and cost, while not providing the precision of
microarchitecture simulation studies or analytic models
based on microarchitectural parameter design space explo-
ration [59], are still useful to system designers. Such bounds
are complementary to fine-grained modeling tools such as
McPAT [60], CACTI [81], Graphite [63], Wattch [12], and
Mambo [8], which would find use in more detailed model-

ing of some fraction (e.g., the processor socket granularity)
of a complete data center or supercomputer. We use McPAT
and CACTI to obtain die-level power and area estimates,
and build on top of them an analytic model for compute
performance at the core-level, and power, performance, re-
liability, and cost models for entire computing clusters. By
considering performance, power, reliability, and cost within
a unified analytic framework, we are able to capture impor-
tant potentials for design-time tradeoffs. For example, this
enables co-consideration of how constraints, on, say, power
delivery can influence performance, or how reliability and
cost can be affected by architectures which require large
numbers of system sockets. Unfortunately, however, there
has hitherto been little research in such integrated whole-
system bounds.

1.2 Structure of the framework
EXABOUNDS captures the interaction between applica-

tion properties such as instruction-level parallelism (ILP),
thread-level parallelism (TLP), data-level parallelism (DLP),
data movement, and memory reference locality, and hard-
ware properties. These hardware properties include avail-
able instruction-, thread- and task-level concurrency, avail-
able memory and interconnect bandwidth, and the influ-
ence of clock frequencies, operating voltages, and transis-
tor counts. Interactions between hardware and software are
captured from the die level, through the socket, card, mid-
plane (rack-unit), rack and aisles of racks, to a complete sys-
tem. The central themes of parallelism and data movement
at all levels of the hierarchy, are used to constrain the com-
plexity of the models. Because the models are constructed
in a bottom-up fashion, as opposed to using generic regres-
sion fits of empirical data, the analytic formulations capture
the intuition behind the trends observed.

The effectiveness of the bounds predictions is evaluated
by comparing its predictions to the power, performance,
and cost of two real prototype systems. The real-world
validation on a diverse set of platforms, ranging from two
ARM-based platforms to a multi-core PowerPC platform,
is achieved using a combination of performance measure-
ments, power measurements, and thermal measurements
to estimate power dissipation apportionment for whole
computing systems (including aspects such as fans and
power supplies), as captured by the model.

Following an overview of related research in Section 2,
Section 4 presents the integrated power, performance, re-
liability and cost framework, along with empirical data,
drawn from information obtained for more than 130 pro-
grammable processor designs over the last three decades,
that provides part of the device-related input to the analy-
sis. Section 5 presents the implementation of EXABOUNDS
as a software tool, and a preliminary analysis of the trends
predicted by the framework, using both a state of the art
high-performance server configuration, as well as a state-
of-the-art low-power ARM processor implementation. The
article concludes in Section 6 with a summary.

2 Related Research
The analysis and prediction of computation- and power-

performance of systems encompasses a broad range of
techniques. Traditionally, different approaches have been
employed at different levels of system detail, and for differ-
ent system scales or sizes.

EXABOUNDS may be compared to existing research along
five dimensions: Êmodeling approach, Ë efficient design-
space exploration, Ìempirical semiconductor- and circuit-
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Table 1. Energy per integer (INT-OP) and double-precision floating-point operation (DP-FLOP) at peak system utilization,
average leakage power, and silicon (packaged die) cost for achieving a peak capability of 1018 DP-FLOP per second. For
processors without hardware floating-point units, the cost of software emulation is used. Energy delivery operational
expenses (E-OPEX) per processor assumes 80% of time at peak performance, over a time period of 1 year, and an energy
cost of 0.15 USD per kWh.

Processor Energy for Idle Power for Device cost for Energy for Idle Power for Device cost for
1 DP-FLOP 1018 DP-FLOP/s 1018 DP-FLOP/s 1 INT-OP 1018 INT-OP/s 1018 INT-OP/s
(µJ) system (MW) system (Trillion USD) (nJ) system (KW) system (Billion USD)

and 1 yr. E-OPEX and 1 yr. E-OPEX

No hardware FPU

Ê TI MSP430F2274 (MSP430) 7.9 130 1,300 ; 34 E-6 4.9 82 810 ; 21 E-6
Ë Marvell PXA32x (ARM) 3.8 230 n ; 62 E-6 2.4 140 n ; 39 E-6
Ì Atmel AT91SAM7S16 (ARM) 3.1 3,200 68 ; 860 E-6 1.9 2,000 42 ; 540 E-6
Í TI TMS320C5515 (C55x) 1.4 8,000 690 ; 2,100 E-6 0.22 1,200 100 ; 320 E-6
Î Atmel AT91SAM9M10 (ARM) 0.52 48,000 100 ; 12,000 E-6 0.32 30,000 63 ; 7,800 E-6
Hardware IEEE754-
compliant DP-FPU

Ï Freescale i.MX515 (ARM) 0.0025 3.3 0.13 ; 0.86 E-6 0.63 820 32 ; 210 E-6
Ð Intel Atom N450 (x86) 0.0033 1,200 0.038 ; 320 E-6 3.3 1,200,000 38 ; 320,000 E-6
Ñ TI OMAP3503 (ARM) 0.0084 0.96 0.22 ; 0.25 E-6 2.1 240,000 56 ; 63 E-6
Ò IBM BG/L CPU (Power™) 0.0046 71 n ; 18 E-6 9.2 140,000 n ; 37,000 E-6
Ó IBM PowerEN (Power™) 0.0017 540 n ; 140 E-6 1.7 540,000 n ; 140,000 E-6

level models, Ímodeling of algorithm-hardware interaction,
and Î modeling total cost of ownership.

2.1 Modeling approach
The challenge of design space exploration may be ap-

proached from two extremes. A top-down empirical charac-
terization of whole-system performance may be performed,
possibly using techniques from statistical experiment de-
sign [74] to significantly reduce the number of measure-
ments needed. Alternatively, a bottom-up first-principles
approach may be employed, in which the known interac-
tions between system parameters are used to construct a
model for system performance. Such a model may then be
used without calibration for comparative studies (relative
performance), or may be calibrated with real-system mea-
surements to enable prediction for absolute performance.

A variety of methods to characterize parallel system per-
formance in a bottom-up manner, with a small set of closed-
form relations have been previously explored in the re-
search literature. They include models such as various
PRAM models, LogP [23] (which improves upon PRAM
models by capturing the computation and communication
latency, overhead, bandwidth and processing constraints of
real-world parallel computing systems), and parallel perfor-
mance metrics such as the isoefficiency [36].

Like Hoefler et al. [43], our objective is to enable early-
design-stage exploration of the interaction between algo-
rithm properties and compute architectures, in the context
of whole-system metrics such as performance and power
dissipation. Hoefler et al. however, like Kerbyson et al. [53],
illustrate these concepts with hand-constructed analytic
models for specific applications (what they term a semi-
empirical approach), while we provide a set of broadly-
applicable models, and tools for automation of application
characterization to complement them.

To enable the estimation of application performance
without the need for time-consuming simulation or hand-
crafted analytic models of program behavior, Karkhanis
and Smith developed a first-order superscalar processor
model [51], which, like the model of Azizi et al. which follows
it [5], is at the microarchitecture level. Like the mechanistic

models of Karkhanis and Smith, and Eyerman [51, 52, 32, 33]
(but unlike the work of Noonburg and Shen [67]), for the
processor-level component of our models, we start from a
baseline performance model formulated from empirically
determined ideal-case instruction-, thread-, and data-level
parallelism, and data reuse distance distributions, and add
penalties due to non-ideal components of the memory hi-
erarchy. This is similar in spirit to the lost cycle analysis
(lca) approach of Crovella and LeBlanc [22], as well as to
techniques employed in performance analysis to build CPI
stacks; indeed, we use the unique detailed CPI stacks that
can be constructed from the IBM Power7 platform’s hard-
ware performance counters to validate our performance
predictions later in this article. Lca, however, requires the
user to build analytic models of the performance of each
algorithm, in order to fit these models to empirically mea-
sured properties.

Like Boyd et al. [11], Czechowski et al. [24] and DeBene-
dictis [27], our intentions are to provide upper bounds on
performance, to enable system designers to estimate the
best performance achievable for a given algorithm imple-
mentation on a target machine; the MACS (machine, appli-
cation, compiler, and schedule) bounds from Boyd et al. are,
in essence, best-case instruction execution rates coupled
with instruction mix counts. While both their work and ours
involve the concept of “hierarchies”, the MACS hierarchy
refers to levels of refinement of the model, while in our case,
a hierarchy is used to capture the physical composition of
large-scale computing systems. DeBenedictis estimates sys-
tem performance using a simple set of machine balance
targets combined with “derated” processor and technol-
ogy characteristics. The “balance principles” of Czechowski
et al. [24], can be seen as a subset our bounds relations,
with a focus only on the best-case instruction throughput
and memory bandwidth, not taking into account the in-
teractions between various hardware constraints (e.g., cost,
packaging, and power delivery).

In analyzing whole-system performance, one popular
approach is to model system behavior as a Markov chain
or queuing network. Queuing models permit the analysis
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of whole-system behavior when some dynamic properties
of the hardware and applications are known. These proper-
ties might be, e.g., the access duration and inter-arrival time
distributions for specific hardware resources, resulting from
application or end-user properties. Given these characteris-
tics, discrete event simulation is typically used to determine
steady-state resource utilization, and hence system perfor-
mance. Under certain restrictions, it is possible to obtain
direct analytic results without resorting to such simulation.

Sharapov et al. [76] use a combination of queuing-
theoretic modeling and hardware constraints to capture
the behavior of applications on petascale-class systems, fo-
cusing on performance prediction, and not capturing the
interactions between performance, power, reliability, and
cost. Even though they outline a detailed infrastructure for
manual performance characterization of individual appli-
cations, they employ a simple argument based on Amdahl’s
law for performance scaling predictions to large (petascale)
system sizes.

The PHANTOM framework [87], like the performance pre-
diction sub-component of EXABOUNDS, is relevant to the
task of predicting behavior of applications at scale. It how-
ever inherently depends on access to a single node instance
of the target full system, and it provides no facilities for a sys-
tem architect or algorithm designer to gain insight into how
algorithm properties might influence performance, power,
reliability, or cost, across a range of architectural choices
and implementation technologies; it simply achieves per-
formance prediction by scaled simulation and replay of
measured compute times and communication traffic.

For performance and power estimation of small-scale
systems (e.g., a single processor socket) microarchitec-
tural simulators such as Simics [61], Mambo [9], Sim-
plescalar [13], Wattch [12], and Graphite [63] may be used,
in conjunction with memory subsystem timing and power-
performance predictors such as CACTI [81], or network sim-
ulators [84, 64].

2.2 Efficient design-space exploration
Several prior research efforts have focused on enabling

rapid exploration of architectural choices for microproces-
sor designs, using techniques ranging from regression mod-
eling [59] and neural networks [47], to various determinis-
tic and probabilistic first-principles and mechanistic mod-
els [5, 51, 52, 67]. These efforts have however focused al-
most entirely on modeling or estimating performance, with
limited coverage of the interaction between performance,
packaging, power consumption, reliability, and cost. Un-
like the few prior attempts to estimate the effects of de-
vice, materials, and circuit parameters on computing per-
formance for a single processor socket [60, 38, 35], the EX-
ABOUNDS framework is targeted at coarse-grained analysis
of complete computing clusters; this means that the ana-
lytic framework takes into account properties ranging from
transistor switching speeds and logic depth per pipeline
stage, to number of racks and machine room cooling effi-
ciency. Like the HLS framework [68], our goal is to enable
fast early-stage design exploration; HLS, however, only tar-
gets performance prediction for a microprocessor core.

2.3 Empirical semiconductor data and
circuit-level models

One commonly-used rule of thumb for the relation be-
tween hardware complexity (in die area or transistor count),
and achievable performance, is Pollack’s rule, which postu-
lates that performance grows as the square root of the num-

ber of transistors [10]. A number of research efforts have
provided more quantitative bases for relating achieved per-
formance to transistor-level cost, starting with the work of
Palacharla et al. [69].

McPAT [60] enables analytic modeling of complete mi-
croprocessors, from their microarchitectures and on-chip
interconnect networks, to the influence of circuit and his-
torical (ITRS) CMOS technology trends. Its use of timing es-
timation is primarily in the context of using timing targets
as constraints for its power and area estimation. Area es-
timation is performed using analytic modeling in the style
of CACTI for on-chip array structures such as SRAMs and
CAMs, and using historical data for estimating the area costs
of structures such as on-chip memory controllers.

The empirical models of Eble [30] relate cycles per in-
struction (CPI) to the number of transistors for on-chip logic
(i.e., excluding transistors for caches). Eble however im-
plicitly assumes that CPI can continue to increase as long
as more hardware resources are used. While this was true
for low-issue-width architectures as empirically demon-
strated by Eble, it ceases to be true for high issue widths,
since many applications have limited usable instruction-
level parallelism [17]; the diminishing returns to perfor-
mance from increasing transistor counts in recent years is
illustrated in Figure 2.

Timing- and power-performance of circuit-level designs
are typically performed with tools such as SPICE [66], possi-
bly using technology models such as the Berkeley predictive
technology model and its derivatives [88] to predict proper-
ties of future semiconductor process generations. Similarly,
tools such as BACPAC [79], SUSPENS, and GTX [16] enable
timing and power prediction for an entire design or die—
clock distribution, wiring, I/O, etc.

To support the analytic models in EXABOUNDS, we built
a database of design properties for a large collection of
digital designs (microprocessors, DSPs, and other digital
ASICs), from publications in the solid state circuits liter-
ature (e.g., ISSC and JSSC). The Stanford CPU database
(CPUdb) curated by Horowitz et al. [25], in contrast, is based
on datasheet values, and is restricted to microprocessors.
Like them, we have published the provenance of our data
points [78], enabling the community to duplicate or verify
our observed insights. An advantage of our use of data from
ISSCC and JSSC publications is however that the values used
in our corpus are typically measured values of, e.g., power
dissipation at a stated supply voltage and clock frequency
as opposed to CPUdb’s reliance on the reported supply op-
erating range, and their use of thermal design point (TDP)
values as estimates of power consumption.

2.4 Algorithm-hardware interaction
Like Jouppi [49], and Noonburg and Shen [67], the per-

formance sub-component of our models are structured
by decoupling an application’s available parallelism from
machine-available parallelism. Our application-parallelism
characterization captures not just mean values like prior
work [58, 72, 83, 4, 71], but rather, the entire distribution of
ideal-case ILP/TLP values over the program’s execution, a
superset of the smoothability information of Theobald and
Gao [80].

Hill and Marty [42], and, more recently, Borkar and
Chien [10], investigated the tradeoff between homogeneous
and heterogeneous mixes of core sizes. Our work enables
such discussions to be placed on a more quantitative foot-
ing by capturing application properties that map to large
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single-thread-performance cores (i.e., ILP), versus applica-
tion properties that map better to many smaller cores (more
DLP or TLP).

There have been a number of previous attempts at
characterizing the interrelation between algorithm paral-
lelism, performance, power dissipation, and energy-to-
completion [57, 19]. These efforts have focused on manually
analyzing the parallelism in an algorithm (e.g., via manual
work and span analysis [21]), and then subsequently com-
bining these hand-analysis results with relations between
supply voltage, power/energy, and clock frequency. In our
work, we make the significant step of being able to per-
form such analysis on compiled program binaries, automat-
ing the work and span analysis to estimate ideal-case par-
allelism of real applications. More importantly, we use the
results of these analyses at the scale of complete compute
clusters, and not for an isolated microprocessor.

Like Marin and Mellor-Crummey [62], we employ
architecture-agnostic characterization of applications, and
the subsequent independent pairing of that characteriza-
tion with machine properties to enable performance pre-
diction. Unlike their work however, which characterizes
only application locality, we characterize temporal and spa-
tial locality, as well as instruction- and thread-level paral-
lelism. Characterizing parallelism inherent in serial appli-
cations enables us to start with serial applications just like
Marin and Mellor-Crummey, but to then make realistic pre-
dictions not just for candidate serial platforms, but also for
parallel ones.

Our goals of enabling fast early-design-stage modeling
are similar to those of the PMaC project [1], which fo-
cused primarily on memory bound kernels. Like them,
we also adopt the approach of separately characteriz-
ing architecture-independent application/algorithm prop-
erties, and hardware properties, before combining the two
to predict performance; thus, the PMaC approach at the
cluster level is similar to the approach of Noonburg and
Shen [67] and by Jouppi [49] at the microarchitecture level,
and to our approach at the level of a complete supercom-
puting cluster or datacenter. Unlike PMaC, which estimates
the effect of the memory system based on an empirical
probe program (MAPS), we rigorously characterize the tem-
poral and spatial reuse distances of applications, which en-
ables us to accurately estimate cache and TLB hit rates for a
variety of hardware configurations after the fact, from a sin-
gle application characterization.

2.5 Modeling costs in large-scale systems
Koomey [56] describes a tool for estimating the true total

cost of ownership for datacenters, capturing both the capi-
tal and operational expenses. Our cost models, presented
in Section 4.7, are focused on operating expenses, in par-
ticular, energy delivery costs for computing and communi-
cation, while treating other operation costs such as cooling
and power regulation using efficiency factors. For the com-
puting and communication energy costs however, we pro-
vide significantly more fine-grained modeling, as functions
of application properties, workload size, and hardware im-
plementation properties.

Patel et al. [77] have investigated modeling the thermo-
dynamics and electrical energy for driving cooling equip-
ment in datacenters. We purposefully thus sidestep dupli-
cating such work, and focus on modeling more interaction
between applications and hardware, and components of the
hardware at the board level.

3 Illustrative Example
As an illustrative running example in the remainder of

the article, we consider the task of designing a computa-
tional backend for a radiotelescope. This challenge is one of
significant importance to large scientific instruments such
as the preexisting low-frequency array (LOFAR) [26], and the
planned square-kilometer array (SKA) [28].

Two aspects of the computational workload of these
systems are the per-station processing for aperture arrays
(beamforming of signals from multiple antenna elements),
and central data processing (correlation of the signals be-
tween multiple stations). The core computational problems
(Figure 2.5, top) behind the latter component can be ad-
dressed with the simple algorithmic solution listed in Fig-
ure 2.5(bottom). Although the core algorithms solving the
problems of interest may be simple, the data rates that must
be processed are substantial.

The current LOFAR deployment sustains data rates of
230 Gb/s going into the per-station beamformer, requiring
approximately 36× 1012 multiplies per second, per station.
Given the inherent requirement that stations are in remote
locations, this processing should be achievable at a mini-
mum power budget, such as that which can be provided by
a local solar panel.

At an even larger scale, the central data processor must
cross-correlate signal streams from all antennas in an in-
strument. For example, for the high-frequency (< 25 GHz))
component of the final SKA system, this will correspond to
up to 3300 antennas, each handling up to 17,000 channels,
each of two polarizations. At 16 bits per sample, and a sam-
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CORRELATE(samples : R×R×R×R→ visibilities : R×R×R×R)
1 t : N= {0, . . . ,nintg−1}.
2 ch : N= {0, . . . ,nchns−1}.
3 bl : N= {0, . . . , 1

2
(
n2

chns−nchans

)
+nchns−1}.

4 stnA,stnB : N= {0, . . . ,nstns−1}.
5 pol1, pol2 : N= {0, . . . ,npols−1}.
6
7 �

8 � Computational problem definition for correlation. The following property is satisfied by a valid visibilities array:
9 �

10 ∀bl∀ch∀pol1∀pol2∀stnA∀stnB

(
(stnB ≥ stnA)

⋂ (
bl = 1

2 stnA (2nstns− stnA−1)
))
⇒

11 visibilities[bl][ch][pol1][pol2] = ∑
nintg−1
t=0

(
samples[stnA][ch][t][pol1] · samples[stnB][ch][t][pol2]

)
.

SIMPLECORRELATOR(SamplesType samples[nstns][nchns][nintg][npols])

1 for ch← 0 to nchans

2 bl← 0
3 for stat1← 0 to nstns

4 for stat2← stat1 to nstns

5 bl← bl +1
6 for pol1← 0 to npols

7 for pol2← 0 to npols

8 sum← 0
9 for pol2← 0 to npols

10 sum← sum+ samples[stat1][ch][time][pol1]∗ con j(samples[stat2][ch][time][pol2])
11
12 visibilities[bl][ch][pol1][pol2]← sum
13
14 return visibilities

Figure 3. A computational problem of interest and a simple algorithm that solves this computational problem.

ple rate of 1 Gs/s, this yields over 1× 1017 samples per sec-
ond, which must be cross correlated, or 112 M correlations
per sample group, at a rate of 1 Gs groups per second.

For the above subsystems, we would like to be able to an-
swer certain kinds of questions:

• What are the properties of various algorithmic solu-
tions to the beamforming and correlation computa-
tional problems?

• At the microarchitecture level, do these algorithms in
consideration have available instruction- or thread-
level parallelism?

• Do the different algorithms solving the same computa-
tional problem have differing amounts of data reuse?

• What is the interplay between exploited parallelism
and the pressure on the memory system?

• What is the tradeoff in terms of performance, power,
and die area of larger caches?

• Should multiple cores be integrated on a die, or should
concurrency integration occur at the level of packaged
dies?

• What fraction of system power dissipation will be lost
to point-of-load voltage regulation?

• What will be the monetary power delivery costs for a
system of a given size, over the course of a year?

The EXABOUNDS analytic framework is designed to pro-
vide insight into such questions, by providing bounds on

compute performance, power dissipation, monetary cost,
and reliability. These bounds are not tight, but rather
coarse estimates intended to guide more detailed (and time-
consuming) analysis, early in the design process.

4 Hierarchical analysis of large-scale
computing systems

A typical large-scale computing system may be viewed
from at least eight layers of detail—the core, die, socket,
card, rack unit, rack, aisle, and whole system layers, as illus-
trated in Figure 4. When the behavior of such a hierarchy
is captured in a set of analytic relations, the equations cor-
responding to lower levels in the hierarchy may be seen as
forward predictive equations, and predict values of proper-
ties at higher levels; the metrics or outputs of the relations at
one level are often parameters or inputs of the next level. An
example is the formulation of the performance per die (level
1 in Figure 4) in terms of the performance per core (level 0 in
Figure 4), number of cores per die, available memory band-
width per die, and application properties. Similarly, a set of
backward constraint equations may restrict the values of pa-
rameters and metrics at lower levels of detail, based on con-
straints defined at higher levels of detail; an example of such
a constraint is the core-level power dissipation limit impos-
ing constraints on the core design parameter values.

4.1 Terminology and notation
Tables 2 and 3 list a representative subset of the parame-

ters that appear in the analytic relations defined in the re-
mainder of this article, across multiple levels of the hier-
archy of Figure 4. In the table, the parameters at a given
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erarchical levels, which may be referred to as tiers, scales,
strata, etc. This article considers eight such levels.

level have subscripts corresponding to which (of eight) lev-
els they pertain to. Thus, e.g., n1 denotes the number of pro-
grammable processor cores per die (level 1). Superscripts
are used to distinguish between possibly-multiple parame-
ters of the same type at a given level, and will be omitted
when the intended meaning should be clear from the con-
text. In the remainder of this article, the basic granularity of
time employed will be a processor clock cycle, clk.

The term application-level parallelism (ALP) at a given
level in a hierarchy will be used to denote the maximum
number of units of work, for a given application, that may
simultaneously be in progress at a particular moment, re-
stricted only by the application’s innate dependencies. At
level 0 (within a processor core), this corresponds to the
instruction-level parallelism (ILP); at level 1, it is the thread-
level parallelism (TLP). In the remainder of this article,
when the parallelism is characterized from serial appli-
cations [17], this TLP will be basic-block-level TLP, since
that is the granularity at which thread-level parallelism can
be meaningfully machine-extractable from serial applica-
tions. At higher levels in the hierarchy, the parallelism
may be coarse-grained TLP (e.g., as manifest in explic-
itly parallel programming models such as Cilk, OpenMP, or
Pthreads), multiple-program-multiple-data (MPMD) paral-
lelism, or data-level parallelism (DLP).

The bounds we consider fall into four groups:

• bounds on computation throughput (C0 to C7), the re-
ciprocal of the time to solution for a hierarchy of prob-
lem subdivisions Li at level i;

• bounds on power dissipation at all the levels in the
system hierarchy (P0 to P7);

• bounds on monetary cost $i at a given hierarchy level;

• bounds on mean time to failure, MTBFi.

The compute throughput is in principle defined for each
of integer (henceforth abbreviated INT), single- (SPFP) and
double-precision floating point (DPFP). In what follows,
to simplify the exposition, the type distinction is however
omitted unless necessary; instruction mixes can however
be used in practice as input to the link between application
parallelism and machine parallelism models.

Table 2. Notation for application-/algorithm-specific ap-
plication parameters. Only this small set of application
properties are required, and tools for their automatic
characterization are detailed in Section 5.

Description Notation Working
Example

Overall workload size (instructions) Lsys 120E12 instrs.
Workload subdivision at level i Li 10E9 instrs.
Fraction of instrs. that perform Fdmo

i 0.5
Data movement operations at level i
Data movement accesses per cycle, level i Bdmo

app,i 0.5 B/pclk
Innate parallelism at level i ALPtype

i 4 at i = 0
Data address reuse distribution at level i Ddata-reuse

i (distribution)

Instruction address reuse at level 0 Dinstr-reuse
0 (distribution)

Instruction type mix at level 0 Ftype
0 Fctrl

0 = 0.15

The relations that follow feature a number of constants of
proportionality, which are all denoted K, with distinguish-
ing super- and subscripts.

4.2 Performance bounds
Computation may be characterized, broadly, as consist-

ing of arithmetic operations and data accesses. Memory
is used as the mechanism through which dependent in-
struction streams communicate, e.g., via read-after-write
(RAW) true dependencies. When applications are paral-
lelized, whether across multiple cores on a die sharing a sin-
gle memory, or across multiple processors connected via a
network, these (formerly serialized) dependencies must be
satisfied through memory (in the former case) or via net-
work communication (in the latter). In what follows, the
term data movement is used to refer to both communica-
tion to memory and communication over an interconnect.

The raw data movement requirements of applications
(and the temporal and spatial reuse in those access pat-
terns) will limit the benefits of added hardware concurrency
in the presence of limited scaling of memory and intercon-
nect bandwidths and latencies. Similarly, application par-
allelism (at the instruction-, thread- or task-level) will limit
the benefits that can be gained from hardware-provided
concurrency.

In practice, a system will execute a large collection of al-
gorithms both concurrently and in series. In the remainder
of this article, the workload is described as though it were a
single algorithm with properties representative of the over-
all workload mix.

4.2.1 Hierarchical workload division
Given an algorithm and its input, there is a total amount

of work, Lsys, in instructions of a given type, that needs to
be completed. Small problem sizes correspond to the dom-
inant case in so-called capacity machines, while large prob-
lem sizes correspond to the typical situation in capability
machines. We formulate the computational work, Li, to be
performed per computation unit at level i in the hierarchy of
Figure 4, by an application with amount ALPi of parallelism
available, as

Li =
Li+1

min(ni,ALPi)
instructions, ∀ i < 7,

with the boundary condition of

L7 =
Lsys

min(n7,ALP7)
instructions.
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Figure 9. The EXABOUNDS analytic framework captures
the contributors to execution delay. The cycle delays per
instruction can be represented as a CPI stack breakdown
diagram.

That is, the actual workload per each compute component
at a given level is determined by how much parallelism in
hardware at that level (ni) can be exploited by an applica-
tion having available parallelism ALPi. These relations suc-
cinctly capture the recursive division of a workload (i.e., a
given algorithm paired with an input dataset) over a sys-
tem’s compute components; this formulation will be refined
in Section 4.6 to account for the additional work, per com-
pute element, that must be carried when some parts of the
system fail. An example is shown in Figure 6.

4.2.2 Computation throughput
The computation throughput achieved by a system is

a combination of properties of applications and that of

the hardware (micro) architectures on which they execute.
This is most intuitively captured by the cycles per instruc-
tion (CPI ), expressed as the product of program properties
(events per instruction for event type i, Fi) and hardware
properties (cycles per event, for event type i, MPi) [31]:

CPI = ∑Fi ·MPi. (1)

The CPI for an application is broken down further into mul-
tiple components, as illustrated in Figure 9. The CPI stack
estimated from EXABOUNDS can be compared to that ob-
tained from hardware performance counters read from ac-
tual applications running on the IBM Power architecture
(Figure 7 and Figure 8). These components to the instruc-
tion delay, shown in the Figure, are detailed further in what
follows.

The instruction cache and I-TLB miss components of CPI
are computed as the product of I-cache/I-TLB miss penalty
(cycles to access L2 or memory) and the probability of a
miss, which is in turn computed from the instruction ad-
dress reuse histogram (i.e., the instruction stream’s “LRU
stack distance”, as detailed further in Section 5), i.e.,

dicache
0 =T L2latency

0 · f iL1(Dinstr-reuse
0 )+

T DRAMlatency
0 · f iTLB(Dinstr-reuse

0 ),
(2)

where T L2latency
0 and T DRAMlatency

0 are the L2 and DRAM ac-
cess latencies in cycles, Dinstr-reuse

0 is the application’s in-
struction reuse distribution, characterized with tools such
as those described in Section 5, and f iL1 and f iTLB are func-
tions from the distribution values to the i-L1 and i-TLB miss
rates.

The branch misprediction delay, dbranch
0 , is computed as

the sum of the pipeline length, npipe
0 , and the expected time

between a branch misprediction and its resolution; the lat-
ter is shorter if there are shorter dependence chains [33, 51],
and is modeled as the sum of the frontend pipeline’s ca-
pacity (length times width), nfront

0 , and the reorder buffer
size, nROB

0 , divided by the application’s harmonic mean ILP,
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Figure 8. The Power architecture provides a comprehensive set of hardware performance counters (counter names shown
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can be compared to the CPI stacks estimated from EXABOUNDS (Figure 9).

n̂0 = min(n0,ALP0), i.e.,

dbranch
0 = npipe

0 +
nfront

0 +nROB
0

n̂0
. (3)

The miss penalty for L1 data cache misses is computed
from the data reuse histogram distribution and the L1-to-L2
latency, i.e.,

dL1data
0 = T L2latency

0 · f L1D(Ddata-reuse
0 ). (4)

The miss penalty for L2 data cache misses is computed
as the product of the L2 miss probability, and the difference
between the main memory latency and reorder buffer size
divided by the program ILP; the latter term captures the fact
that applications with longer dependence chains (smaller
ILP), will take longer filling the reorder buffer, and, until that
happens, the mean IPC would not have fallen below its non-
miss-event equilibrium:

dL2data
0 = (T DRAMlatency

0 −
nROB

0
n̂0

) · f L2D(Ddata-reuse
0 ). (5)

The above relations do not capture the effects of
prefetching or of software-managed memories. While such
hardware optimizations are important, they are not per-
vasively implemented in microprocessors. Thus, in argu-
ing for generality and simplicity, we currently exclude them
from EXABOUNDS. These bounds build on prior work [33,
51], but we extend them in a number of important ways de-
scribed below.

The rate of completion of a given workload is not only
dependent on the compute operations to be completed, but

also on the data motion bandwidth needs of an application
being met. The components of instruction delay due to the
memory hierarchy presented in Equations 2 to 5 however
implicitly assume that while accessing DRAM has a latency
T DRAMlatency

0 , an unlimited number of such accesses may be
initiated in aggregate by the concurrent hardware units at a
given level in the hierarchy. In practice, at any level of the
hierarchy, there will be an additional queuing delay com-
ponent, due to real systems having limited memory band-
width.

For an application with data motion bandwidth require-
ment of Bdmo

app,i, a hardware platform that provides Bdmo
i data

motion bandwidth per pin, and degree of concurrency con-
strained by both application parallelism and hardware re-
sources n̂i = min(ni,ALPi), the queuing delay can be approx-
imated by Little’s law [54]:

dBWq
0 =

Bdmo
app, 0

min

(
Bdmo

app, 0,
Bdmo
0 ·nIO

0
n̂0

)

Fdmo
0

. (6)

The numerator on the right hand side of the above expres-
sion represents queue length, and the denominator repre-
sents the arrival rate of memory requests to the (bandwidth-
limited) memory channel.

The overall instruction throughput at the processor core
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Table 3. Notation for hardware parameters. The example
values are based on observations of actual systems; spe-
cific references are omitted for brevity.

Description Notation Working
Example

Data motion bandwidth Bdmo
i 1 Gb/s per pin

per signal line at level i at i = 0
Data motion latency at level i T dmo

i 100 ns at i = 0
Volatile Memory at level i Mi 16 GB equiv.

DRAM per
core, at i = 0

Datapath width in bits nbits
0 64

Pipeline depth npipe
0 10

Func. units per core (integer) nINT
0 8

Func. units per core (single float) nSPFP
0 8

Func. units per core (double float) nDPFP
0 8

Transistors per core nxpcore
0 40 million

(or, Programmable cores per die) n1 8
Dies per socket ndie

2 4
Resistance, power supply pin + pad Rsupply

2 1µΩ

I/O interfaces per card n3 8
Sockets per card n3 2
Cards per rack unit n4 10
Rack units per rack n5 6
Racks per aisle n6 16
Aisles per system n7 8
Clock frequency fi 4×109 Hz

at i = 0
Supply voltage Vi 1.2 V

at i = 0
Threshold voltage Vt 0.4 V
Parameters based on technology
improvements over time
Transistors per die nxpc

0 200 million/mm2

Area per die napd
1 200 mm2

Transistors per unit area nxpc
0 /napd

1 2 million/mm2

at 90 nm node
Power supply pins per socket nsupply

2 150
I/O pins per socket nio

2 64

level is thus:

d0 =
1
n̂0

+dicache
0 +dbranch

0 ·Fcontrol
0

+(dL1data
0 +dL2data

0 ) ·Fmemory
0 +dBWq

0 ,

(7)

where F type
0 is the instruction mix fraction for each instruc-

tion of type type (e.g., integer, floating-point) 1.
From the foregoing relation for total amount of work (in

instructions executed), needed to solve a given problem,
and from the above relation for delay per instruction, rate
of problem solutions per second for a given problem size, Ci
when seen from level i, is thus

Ci =
Li +Lovhd

i
d0

instructions/second. (8)

Lovhd
i is the overhead incurred per computing unit, in par-

allelization at level i. The delay per instruction is only
formulated for level 0, and for all higher layers, the addi-
tional computational overheads are captured by the term,
Lovhd

i , representing overhead work at a given layer. Equa-
tion 8 expresses the compute performance of a system as
a closed-form hierarchical expression, as di is a function of

1This division of the delay per operation into compo-
nents due to latency, bandwidth and parallelism is similar
to the approach of Burger et al. [14].
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Figure 10. Comparison of EXABOUNDS performance
breakdowns (left) to that measured using hardware per-
formance counters on the IBM Power7 (right), for the sim-
ple algorithm corresponding to the correlator computa-
tional problem in Figure 2.5.

Ci−1. It succinctly captures the interaction between hard-

ware properties (Bdmo
i , ni/o pins

i ni, and Ti), application prop-
erties (Lsys, Bdmo

app,i, Fdmo
i , and ALPi) and system software over-

heads (Lovhd
i ). When best-case (i.e., smallest) values of Fdmo

i
and T dmo

i are used in the relation for di, one obtains an up-
per bound on Ci, and conversely, worst-case values provide
lower bounds on Ci.

For the working example application, whose instruction
mix breakdown is shown in Figure 10(a). Figure 10(b, c)
show the estimated C0 (core-level compute throughput, i.e.,
CPI), based on these models, compared to the measured CPI
from hardware performance counter measurements on the
IBM Power7, an 8-core/32-thread system whose relevant
properties in the context of the EXABOUNDS model are listed
in Table 4, and illustrated in Figure 11. Figure 10(d, e) show
the estimated C2 (socket-level compute throughput), based
on these models, compared to the measured socket-level in-
struction throughput from hardware performance counter
measurements on the IBM Power7, for the working example
application.

4.3 Bandwidth versus cache size tradeoffs
At each level, i, of a computing system hierarchy, there is

an inherent tradeoff between the effective available band-
width (Bdmo

i ), and the size of buffer storage. These buffers
range from the registers within a core microarchitecture, to
the cache hierarchy (L1, L2, and deeper). For a given buffer
size at a given level of the system (e.g., L1 cache size), an
application reuse distance distribution can be used to esti-
mate the miss rate and hence the required memory band-
width. These reuse distance distributions can be collected
using techniques described further in Section 5. In the ab-
sence of application-specific reuse distance distributions, a
reasonable rule of thumb that captures the empirically ob-
served relation between cache size (Slevel

i ) and the effective
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Figure 11. Illustration of a system built out of Power7 processors, in the context of the hierarchy presented in this article.

Table 4. Values for parameters of the EXABOUNDS model,
corresponding to a single-socket IBM Power7 system. The
L3 bandwidth and latency values in parentheses are for
the case where the L3 latency is taken to be that of the non-
local adaptive victim L3.

Parameter Description Value for
IBM Power7

Bdmo
0 ·ni/o

0 L2 bandwidth 256 GB/s
Bdmo

1 ·ni/o
1 L3 bandwidth 128 (512) GB/s

Bdmo
2 ·ni/o

2 DRAM bandwidth 100 GB/s
T dmo

0 L2 latency 8 clks
T dmo

1 L3 latency 25 (125) clk
T dmo

2 DRAM latency 400 clk
M0 L2 size 256 kB
M1 L3 size 32 MB
nbits

0 Datapath width 64
npipe

0 Pipeline capacity 120
n f ront

0 Frontend capacity 6 ·9
nROB

0 Reorder buffer capacity 48
nINT

0 # integer units 4
nDPFP

0 # DP FP units 4
ncor

1 Cores per die 8
ndie

2 Dies per package 1
f0 Core clock frequency 4×109 Hz

napd
1 Area per die 567mm2

nxpc
0 Transistors per die 1.2×109

available bandwidth [39], is:

Bdmo-effective
i =

KS
i√

Slevel
i

. (9)

4.4 Unification of existing models and ter-
minology

The foregoing relations for compute performance as a
function of parallelism, workload size, and data movement
bandwidth encompass several existing bounds, rules of

thumb, and terminology, of application scaling on parallel
systems.
4.4.1 Strong and weak scaling

The term strong scaling is used in the computing systems
literature to refer to improvement in performance of a sys-
tem as a function of hardware concurrency, at a fixed prob-
lem size [82]. This corresponds to the increase in Ci (from
the viewpoint of any level, i) as a function of the total avail-
able hardware concurrency at level i and below (∏i

l=0 nl), at
fixed problem size Li. To capture strong scaling properties,
we introduce the notion of the strong scaling coefficient

dCi

d nz
, (10)

where z ≤ i is the level at which hardware concurrency is
scaled. Similarly, the term weak scaling is used to refer to
improvement in performance of a system with increasing
hardware parallelism, if the problem size is permitted to in-
crease, and may be analyzed both numerically and analyt-
ically as in the case of strong scaling above. In an extreme
case of weak scaling, where the degree of hardware concur-
rency remains fixed and problem size increases, weak scal-
ing can be represented by the weak scaling coefficient

dCi

d Li
. (11)

This makes the relation between weak scaling and data-
level parallelism apparent, as both relate to increases in per-
formance as problem size is increased.
4.4.2 Isoefficiency and Gustafson’s law

The rate at which a system’s input size must grow with in-
creasing processor count in order to maintain the speedup
observed at a smaller (baseline) number of processors, is
captured in the concept of the isoefficiency [36] (scalability)
for a given pairing of an algorithm to a platform. For a given
algorithm and hardware, the isoefficiency function can be
formulated from the expressions for Ci, as

d Li

d nz
such that

Ci(Li,nz)

Ci(Limin ,nzmin)
≥

Ci(Li0 ,nz0)

Ci(Limin ,nzmin)
.

In the above, z ≤ i is the level at which hardware concur-
rency is scaled, nz0 and Li0 are the baseline hardware con-
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currency and problem size to which scaled speedup is be-
ing compared, and nzmin and Limin are the minimum hard-
ware concurrency and problem size. The term d Li

d nz
can

be expressed in terms of the expression for computation
throughput (Equation 8) and that for strong and weak scal-
ing (Equations 10 and 11), as

d Li

d nz
=

d Li

dCi
· dCi

d nz
, (12)

i.e., the isoefficiency is related to the ratio of the strong scal-
ing coefficient to the weak scaling coefficient. Gustafson’s
law [37], like isoefficiency analysis, captures the fact that the
fraction of an algorithm’s execution that is not parallelizable
may effectively decrease with increasing problem size.

4.4.3 Amdahl’s, work, and span laws
Amdahl’s law [2] captures the bound on performance im-

provement as a result of some portion (AMDAHLp) of an al-
gorithm’s dynamic execution stream being (infinitely) par-
allelizable (ALP = ∞), and the remainder being completely
serial (ALP = 1), assuming problem sizes remain fixed.

The “fraction of an application’s workload that is par-
allelizable”, as often attributed to Amdahl’s law, is not al-
ways a meaningful quantity. It is meaningful in applica-
tions which have only two phases or components—one
which has no parallelism, and a second which has unlim-
ited parallelism (more than any degree of hardware con-
currency that will ever be paired with it). Most applica-
tions however have a variety of phases or components, each
with varying amounts of parallelism, with application paral-
lelism not always exceeding the available hardware concur-
rency. The EXABOUNDS model however enables us to define
a proxy parameter for the Amdahl parallelism, AMDAHLp,
since speedup can also be expressed in terms of the rela-
tions derived in the foregoing sections for Ci, at fixed L, i.e.,

speedup =
Ci
(
Li,n′z

)

Ci (Li,nz = 1)

=
1

(1−AMDAHLpz)+
AMDAHLpz

n′z

.
(13)

Thus

AMDAHLpz =
n′z
(
Ci
(
Li,n′z

)
−Ci (Li,nz = 1)

)
(
n′z−1

)
Ci
(
L′i,n

′
z
) . (14)

It is therefore possible to calculate the effective “Amdahl
parallel fraction”, given an observed improvement in com-
pute throughput from Ci (Li,nz = 1) to Ci

(
Li,n′z

)
. The calcu-

lated fraction will however depend not only on the change
in performance (Ci

(
Li,n′z

)
−Ci (Li,nz = 1)) with increasing

hardware concurrency, but also on the baseline system size
(nz).

Contrary to the (useful) simplifying assumptions made
by Amdahl’s law analysis, many applications cannot be split
into two well-defined phases, with one having unlimited
parallelism and the other being entirely serial. When ALP
is greater than ni at any level i, then the parallel execution
time is limited by the ratio of the problem size to the num-
ber of processors, i.e., n̂i = min(ni,ALPi). This corresponds
to Leiserson’s work law [21, 40], when ignoring the con-
straints on data movement captured in the expression for
di above. Similarly, when n is greater than ALP at any level
(i.e., n̂i = ALPi), execution time is limited by the ratio of the
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Figure 12. Empirical values of Kpdyn
0 , based on reported

measurements in the solid state circuits literature.

problem size to the amount of ALP, corresponding to the
span law [21, 40].
4.4.4 The roofline model

The roofline model [85] bounds the maximum attainable
performance (FLOPSpeak) of an application as a function of
the peak memory bandwidth (BWpeak) and operational in-
tensity (OI):

min
(

FLOPSpeak,BWpeak×OI
)
. (15)

The operational intensity at which the two terms in the min
expression are equal corresponds to the “ridge point” be-
tween the flat and slanted parts of the “roof” in the roofline
model.

The operational intensity, peak memory bandwidth, and
peak floating-point performance correspond, respectively,
in EXABOUNDS, to Fdmo

i , Bdmo
i , and ni · fi. The coupling of

parameters to implementation constraints in EXABOUNDS
therefore enables the investigation of new tradeoffs, such
as the effect of power delivery constraints (which limit the
number of package pins left over for memory bandwidth)
on the position of the roofline ridge point.

The ridge point represents the point (in terms of the op-
erational intensity) where performance shifts from being
memory bandwidth dominated, to being compute domi-
nated. An application operating with operating intensity at
the ridge point is therefore “balanced”, being equally con-
strained by memory bandwidth and computation. Thus, a
ridge point at lower operating intensity values means an ap-
plication on the platform has a smaller need to reach a high
flops per DRAM access.

The ridge point can be formulated analytically in the
context of EXABOUNDS as the point when

ni · fi = Bdmo
i ·Fdmo

i (16)

Applying the constraint imposed by Equation 16 to any of
the components of the EXABOUNDS model (e.g., compute
throughput or power dissipation) enables the formulation
of an expression for that quantity in a balanced system, po-
tentially yielding new insight into the properties of balanced
systems.

4.5 Hierarchical power dissipation and
technology trends

The performance bounds presented in the previous sec-
tion capture the dependence of execution time on applica-
tion and hardware properties, and can be linked to bounds
on average power dissipation, energy usage, and resulting
subsystem temperatures for a given workload. In what fol-
lows, we focus on power and energy estimates, excluding
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temperature estimation from the analysis as it will depend
significantly on the nature of packaging and cooling solu-
tions employed; in the presence of models for the ther-
mal resistance of system packaging, the analyses we provide
may be used as input to estimating system temperature.

4.5.1 Core dynamic and leakage power
Contemporary computing system integrated circuits

(ICs) are implemented almost exclusively in CMOS tech-
nology. For (bulk) CMOS, the power dissipated is a func-
tion, among other things, of the supply voltage, which we
denote as V0, the threshold voltage, Vt , clock frequency, f0,
and the switching activity, s0. The switching activity, which
is the fraction of the maximum logic transitions achieved
per cycle, is a function of the application or algorithm being
executed. The power dissipation of core logic (ALUs, etc.)
and on-chip memory structures (pipeline latches, register
file, CAM structures, cache SRAMs) can thus be modeled
as [50, 44]:

Pcor
0 = K pdyn

0 ·V0
2 · f0 · s0︸ ︷︷ ︸

dynamic power

+ V0 ·K pleak
0

(
e

q·(Vgs−Vt )

Kleak
a ·k·T

)

︸ ︷︷ ︸
static/leakage power

.
(17)

Vgs is the gate voltage, k is Boltzmann’s constant, q is the elec-

tron charge constant, and T is temperature in Kelvin; Kpdyn
0 ,

Kleak
a , and K pleak

0 are functions of the number of transistor

properties and transistor technology. K pdyn
0 is estimated em-

pirically by fitting the first term on the right hand side of
Equation 17 to measurements of die power dissipation over
a range of clock frequencies or voltages, under an assump-
tion of a fixed value for the activity factor. Figure 12 shows
the K pdyn

0 , estimated empirically in this manner, from re-
ported measurements for a collection of 130 digital designs.
The resulting empirical model for K pdyn

0 can be used to guide
predictions of values for future systems, and similar em-
pirical data sets can be used to guide predictions for K pleak

0
and Kleak

a . System architects employing this framework need
only supply values of the independent variables (operating
temperature, operating voltage, operating clock frequency).

The supply voltage (V0) and clock frequency ( f0) in Equa-
tion 17 are however not independent: f0 is limited to a maxi-
mum value of f max

0 , by the Sakurai alpha-power-law voltage-
frequency dependence [73],

f max
0 = KV

0 ·
(V0−Vt)

Kα

V0
. (18)

KV
0 and Kα are process technology and design- and

transistor-sizing-dependent constants, to which we do not
attach a strict physical interpretation in what follows. Vt is
similarly treated without a strict physical interpretation; for
designs which operate in the super-threshold regime, it cor-
responds to the device threshold voltage.

Figure 13(a) and Figure 13(b) plot values of KV
0 and Kα

for several digital designs across several years of published
data from the solid state circuits research literature. Each
point in the plot was obtained by curve-fitting the data from
a “Shmoo” plot to Equation 18; a subset of those Shmoo
plots is shown in Figures 13(c) and 13(d). From Figure 13,
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Figure 13. Empirical values of (a) KV
0 and (b) Kα, and a

subset of the frequency-versus-voltage curves from which
they are derived (c–d). In the latter, the points denote
measurements, and the lines represent the best-fit to the
model of Equation 18.

it is evident that while the value of KV
0 is closely correlated

to the system’s year of introduction (shown in figure), im-
plementation process and peak clock frequency (not shown
for brevity), the value of Kα is more design dependent, par-
ticularly for sub-90 nm designs (after year 2000 in the fig-
ure). The ranges and trends from Figure 13 can be used as
estimates; the values necessary to achieve desired whole-
system properties can serve as design goals in the eventual
system implementation.

4.5.2 Resistive losses between die and socket
In many processor designs, the use of lower operating

voltages across process generations is coupled with designs
employing larger numbers of transistors. This is illustrated
empirically for the same collection of microprocessor and
other digital designs discussed in prior sections, in Fig-
ure 14.

When the overall power consumption stays the same
(e.g., due to the desire to use the increased transistor budget
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Pi =
ni ·Pi−1 +Pglu

i +Pohmic
i +KdmoPwr

i ·Bdmo
i +KMemPwr

i ·Mi

ηi
, (19)

∀i≥ 1,

Figure 16. Hierarchical power model.
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Figure 14. Empirical transistor density trends.

to pack more features into an an implementation), a reduc-
tion in the operating voltage leads to higher power supply
currents (Figure 15), resulting in larger resistive losses in the
power supply pins. These losses are typically mitigated by
using a larger number of power supply pins (i.e., increasing
nsupply

2 ) to reduce the current per pin. When the number of
pins that are available per package are limited, this leads to
restrictions on the number of pins available for other pur-
poses, e.g., for I/O and memory. There is therefore a direct
link between power supply currents and restrictions on data
movement bandwidth for a packaged die [78]. Integrating
an increasing number of cores per die, as is the often as-
sumed trend for future performance growth of computing
systems [3, 10], will thus place increasing pressure on pack-
aging (pins).

An alternative to increased integration at the die level,
is the design of systems with integration occurring more
at the system-level rather than at the die-level. For exam-
ple, Chang et al. [20] assume that increased resistive power
loss will not be an issue for deeply-voltage-scaled devices,
and assume that such systems will achieve parallelism via
system-level scaling and not scaling number of devices per
die. However, due to the need to mitigate packaging cost
in large-scale systems, there will be an ever increasing de-
sire to maximize the number of devices per die, at least to
the limit permitted by memory bandwidth limits and man-
ufacturing yield losses. For all of these reasons, it is impor-
tant to capture the interaction between power delivery and
resistive loss constraints, and package-level I/O bandwidth
requirements.

The resistive power losses incurred, Pohmic
i , whether at

controlled-collapse chip connection (C4) solder bumps on a
die or in bond wires in a package (within level i = 2), or in
current-carrying conductors at the rack level (within level
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Figure 15. Empirical supply current trends.

i = 5), are formulated in generalized form as

Pohmic
i =

(
Isupply
i

nsupply
i

)2

·Rsupply
i ·nsupply

i

=

(
ni ·Pi−1

nsupply
i ·Vi−1

)2

·Rsupply
i ·nsupply

i .

(20)

For example, for Pohmic
2 , with pad resistances of up-

wards of 40 mΩ [55], assuming combined pad, C4 and
pin resistances of 300 mΩ, and nsupply

2 of near 600 in high-
performance designs [46], the data from Figure 15 implies
resistive power losses in packages of up to 5 W.
4.5.3 Data movement power

Table 4.5.2 lists cost assumptions for data movement on-
die, off-die, at the board level, and at coarser granularities,
along with the projected achievable signaling rates, for both
electrical and optical interconnects. The data in the table
is based on the 2011 ITRS roadmap [34] as well as data re-
ported in the research literature [7].

The power efficiency of electrical interconnect links typ-
ically decreases with increasing bit rates, making it some-
times desirable to use many I/O pins at a lower signalling
rate, rather than one at a high rate. We capture this trade-
off by modeling bandwidths in terms of the number of pins
available for signaling, the bit rate per pin, and the power
dissipation as a function of bit rate.

Dunning et al. [29] cite power usage at between 40
and 200 mW per Gb/s, with performance on current and
planned state-of-the-art implementations ranging from as
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Table 5. Projected properties of electrical and optical global on-chip interconnects as a function of year, 2012–2022. For
optical interconnects, the table below assumes the die can always be crossed in a single hop.

Electrical Optical
Signaling voltage 0.8 V – 1.8 V N/A
Signaling rate 2 Gb/s – 6 Gb/s TBD
Resistivity aluminum: 3.3 mΩ·cm; N/A

thin-film copper: 2.2 mΩ·cm N/A
Capacitance TBD N/A
Energy per bit per cycle max

(
2,−1.32E8 · (y−2006)4.13E−7 +1.32E8

)
90 aJ [7]

Cycles to cross die 0.17 · y2.85 +35.45 1

low as 1 mW per Gb/s, to 25 mW per Gb/s. Based on I/O de-
signs from Intel [18, 6], which span the 5–20 Gb/s range, we
employ the model of increase in power with bit rate of

Power dissipation per Gb/s = 0.0170 · rate1.86 +2.36mW. (21)

Dunning et al. predict an eventual limit to pin bandwidth
for DDR DRAM interfaces of between 2.5 and 3.5 Gb/s per
pin, given the nature of DDR mechanical and electrical con-
nections (sockets, multi-drop channel, etc.). If using board-
soldered GDDR-like DRAM ICs, they cite an achievable up-
per limit of between 5 and 6 Gb/s per pin. The above are all
for single-ended signaling; a move to differential (current-
mode) signaling will permit additional per-pair signal rates,
but requires a doubling of the number of pins per logical
signal channel.

In addition to estimating the growth rate of power dissi-
pation with signaling rate, it is also useful to capture how
signaling rate and power dissipation vary as a function of
process geometry. Signaling rate increases (approximately
linearly) with decreasing capacitance relative to the strength
of gate drivers, while the energy per bit transmission is a
function of the product of capacitance and the square of
signaling voltage. Horowitz et al. [45] state a trend in sig-
naling delay with technology trend of 500 ps for a FO-4 gate
delay, per micron of gate length. These effects are cap-
tured by the models listed in Table 4.5.2, from the 2011 ITRS
report, which also take into account floorplanning con-
straints, such as the need to pipeline long global wires.

The energy cost for communication may also be ex-
pressed in terms of the energy per bit, per millimeter of
trace distance; contemporary values are on the order of
18 fJ/bit-mm for on-chip electrical links, approximately 2 pJ
per bit for PCB traces, and approximately 10 pJ per bit for
optical communications, but not including the required se-
rialization/deserialization (SerDes) and clock data recovery
(CDR) [70].

4.5.4 Overall power model
The power dissipation at levels above the processor core

are thus formulated as shown in Equation 19, in Figure 16.
In Equation 19, ηi captures the loss in power delivery ef-
ficiency due to power supply regulation and cooling over-
heads. The term involving the memory capacity at a given
level captures the fact that for modern large-scale systems,
a significant component of the system power dissipation
is contributed by the memory devices (DRAM), for both
the memory cell storage energy (e.g., in DRAM cells) and
in the memory access logic, and data and control signal-
ing. Pglu

i captures the power dissipation by peripheral cir-
cuits required at a given hierarchy level, and the product
KdmoPwr

i ·Bdmo
i captures the power associated with commu-

nication.

4.6 Whole-system reliability and failover
model, and device reliability trends

At scales of millions of processor sockets, system reliabil-
ity, as captured by the mean time between failures (MTBF),
will be of great interest in future large-scale systems. In
what follows, we assume that faults in a given level are inde-
pendent and identically distributed, with exponentially dis-
tributed inter-arrival times T , having mean failure rate λi for
the dominant source of failures at level i. The distribution of
inter-arrival times, which take on instance values t, is thus
given by

Pr(T = t) = λie−λi·t . (22)

The mean failure rate (λi) in practice equates to the empiri-
cally measured failures in time (FIT), with 1 FIT correspond-
ing to one failure every billion hours (λ = 10−9). Individ-
ual integrated circuits, whether DRAM or compute ASICs,
when designed with resilience in mind, can have FIT rate of
less than 100, while components with moving parts, such as
power supplies and fans may have fit rates an order of mag-
nitude higher.

Treating time as continuous, the mean time to failure of
an entire level, i, of a system (e.g., an entire core, socket,
rack, etc.), is related to the performance and power models
through the variable ni, and is given by

MT BFi =
∫

∞

0
t ·λie−λi·t · (1−λie−λi·t)ni−1d t (23)

=
HPFQ(1,1,1−ni,2,2,λ)

λ
.

HPFQ is the generalized hypergeometric function, and re-
sults from the expression of the integral in terms of stan-
dard closed-form special functions. Using the closed-form
expression in terms of the hypergeometric special function
enables efficient evaluation of the MTBF at level i. The
above relation captures the fact that ni− 1 devices must si-
multaneously be in working condition in the case where
only one device fails. Intuitively, larger per-device failure
rates, and larger numbers of devices ni, lead to exponen-
tially smaller times between failures. Faults in lower layers
are assumed to be mitigated by design techniques, and do
not propagate to lead to a fault in all devices at the layer
above in the system hierarchy. The translation of this per-
hierarchy-layer MTBF into a system-level MTBF will depend
on whether the machine in question is used as a capability
or capacity machine, and is thus not discussed further here.
4.6.1 Failover

When failures are mitigated by using failover, the work-
load of a failing device must be taken over by the remaining
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devices in a system. Thus, the finer the granularity (larger ni)
of concurrency, the smaller the impact of a single failing de-
vice on the system’s performance. This is captured by refin-
ing the expression for the work, Li per component at level i,
to include the additional work from failed components that
must be carried, yielding

Li =
Li+1

min
(
ni− failovhdi ,ALPi

) ,∀i < 7. (24)

The parameter failovhdi is the ratio of the MTTR to MTBF for
a given level i, assuming at most singly-occurring failures,
and corresponds to the fraction of compute unit equivalents
lost.

However, smaller granularities, as shown above, lead to
poorer MTBF performance. There is thus a tradeoff between
decreased MTBF with more cores and an associated po-
tential for increased performance in the presence of avail-
able application-level parallelism, and the benefit of lower
overheads in the presence of an occurred failure. Reddi et
al. [48] give quantitative evidence of such a tradeoffs in the
Microsoft Bing server, in investigating the tradeoff between
using a larger number of lower-performance Intel Atom pro-
cessors, versus a smaller number of higher-performance In-
tel Xeon processors for a large-scale search system.

Another example of a real-world reliability study is pre-
sented by Shroeder, Pinheiro, and Weber [75], who give
empirical measurements of DRAM failure rates (both cor-
rectable errors (CEs) and uncorrectable errors (UEs)) in the
wild. They show that:

• Error rates were not correlated to temperature for the
range of temperatures occurring within the server de-
ployments studied, after accounting for the depen-
dence on utilization.

• Error rates increased with age.

• Error rates seemed to follow a power law, with DIMMs
that have witnessed an error being more likely to wit-
ness an error in the future. This, along with the
utilization-dependence was postulated to be due to the
dominant failure mode being permanent hard errors,
as opposed to soft errors: if errors are hard, then the
more memory is used, the more likely it is that an er-
ror will be detected. Likewise once an error in a bit is
hard, the more likely an error in the bit will be detected
again.

Reliability may also degrade with system age, due to age-
related effects such as oxide traps and negative bias tem-
perature instability (NBTI), hot carrier injection (HCI), and
electromigration. ExaBounds does not however capture
such aging effects, and extension to do so is a subject of fu-
ture research.

4.7 Hierarchical cost bounds and trends
For large-scale computing systems, costs of purchase

and operation play a role of equal importance to the tra-
ditional concern of computation performance. The cost of
purchase includes compute hardware cost, as well as build-
ing infrastructure costs needed for running such large sys-
tems, and often include the cost of power distribution, re-
dundant power, generators, cooling infrastructure, and so
on. The dimensioning of such infrastructure is dependent
on the power dissipation profile of the computation hard-
ware it encloses. The cost of operation, while including com-
ponents such as wages for operators and software license

costs, is dominated by energy supply costs. A holistic model
of large-scale systems must thus capture both the total cost
of acquisition (TCA), and the total cost of ownership (TCO)
of a system. Such a formulation, in the context of the frame-
work introduced thus far, is presented in Equation 25.

In Equation 25, K$NRE
i and K$ pkg

i are the costs associated
with non-recurring engineering costs and hardware/pack-
aging respectively, and make up the TCA; at the die level,

K$ pkg
i is interpreted as the cost per transistor. The TCO com-

prises the costs associated with power dissipation in the in-
terconnect, computation, memory, and cooling, and are a
function of the time, Lsys

C7
, needed for execution of an appli-

cation with input Lsys. Examples of the constants in Equa-
tion 25 at various hierarchy levels include K$pwr (4.14×10−8

USD per Joule), K$Si
0 (≈ 8×10−19 USD per Hz, and predicted

to drop to≈ 2×10−19 USD per Hz in the next five years [65]).
For a system to be cost-effective, the rate of increase

of cost with added hardware resources (the costup [86])
should be smaller than the rate of increase of performance
(speedup) with the same increase of resources. From Equa-
tions 8 and 25, taking the derivatives with respect to a sys-
tem growth parameter (e.g., number of cores at the die
level), one may formulate constraints on cost-effective sys-
tems.

4.8 Constraints: power delivery, cooling,
and area

Constraints play an important role in the early stages of
most computing system designs, since they are often one
of the few aspects which are pre-determined. Based on the
hierarchical EXABOUNDS analytic framework, any derived
value or metric at a given layer in the hierarchy may also
be treated instead as a constraint on its constituent param-
eters; this is detailed further in the description of the tool
implementation in Section 5.

4.8.1 Power delivery and cooling constraints
At a fixed supply voltage, power dissipation (and hence

the cooling requirements) grows approximately linearly
with clock frequency (Equation 17), and hence with per-
formance. However, achieving higher ranges of clock fre-
quency (and performance) require operation at higher sup-
ply voltages as dictated by Equation 18 and shown em-
pirically for many designs in Figure 13. In particular,
for a system that always operates at the maximum per-
mitted frequency for a given supply voltage, power dissi-
pation grows approximately quadratically with increasing
voltage/frequency operating point, and hence with perfor-
mance. These trends of performance and power usage are
illustrated in Figure 18.

A limit on the amount of heat that can be removed from
a system (thick horizontal line in the figure) will impose a
limit on the achievable performance (dotted line in the fig-
ure). However, even below this limit, it may still be unde-
sirable to increase performance, when the marginal bene-
fit of higher operating points is outweighed by the marginal
cost of increased power dissipation. At operating points be-
low a certain “performance-power/thermal balance” point,
θbalance, it is always beneficial, in the context of a com-
bined view of performance and cooling requirements, to
move to a higher operating point if the performance is re-
quired by an application. Above θbalance however, heat
generation grows at a faster rate than performance. As illus-
trated in Figure 18, EXABOUNDS enables these tradeoffs and
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$i = K$NRE
i + K$ pkg

i +K$pwr ·Kcool
i ·Pi−1 ·

Lsys

C7
+ni ·$i−1, ∀i≥ 1, (25)

and

$0 = KNRE
0 +K$ pkg

i +K$Si
0 · f0 ·nxpc

0 +K$pwr ·Pcor
0 ·

Lsys

C7
. (26)

Figure 17. Hierarchical cost model.
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optimal operating points to be captured analytically, and to
be related to application performance, C (and thence to re-
liability and cost as well).

4.8.2 Area constraints
Die area models can be constructed by associating a

transistor count with each of the parameters in levels 0
(core) and 1 (die) of the EXABOUNDS model. These transis-
tor counts can then be used in conjunction with the tran-
sistor areal density trend model shown in Figure 14 to es-
timate required die area at a given target implementation
technology generation. The EXABOUNDS framework calls
upon CACTI to obtain area, access time, and power esti-
mates for on-die memories (caches).

One avenue for dealing with area constraints is the uti-
lization of stacked dies with three-dimensional integra-
tion [55], with connections between dies in a stack imple-
mented using through-silicon vias (TSVs). The effective die
area available can be approximated by

Effective die area = Adie
1 ·n

stack
2 ·

(
1−FPwrTSV

2 −F IoTSV
2

)
, (27)

where Adie
1 is the area per die in the stack, nstack

2 is the num-
ber of layers stacked, FPwrTSV

2 is the fraction of area devoted
to power TSVs, and F IoTSV

2 is the area fraction dedicated to
signaling I/O TSVs.

5 EXABOUNDS—A Framework for Better-
than-back-of-the-envelope Analysis of
Large-scale systems

Figure 19 shows the overall architecture of the frame-
work. This document focuses only on the final stage; the
characterization framework is described elsewhere [15, 17].

5.1 Application of The Framework: Cost-
effective processor choices for scale-
out systems

As an illustrative practical application, when completed,
the EXABOUNDS framework should enable addressing ques-
tions such as the two sets of questions listed below, for
the station-level beamforming application described previ-
ously in Section 3.

The first set of questions concerns statements that can
be made about desirable hardware properties, given the al-
gorithm characteristics and technology trends:

Ê Power budget available for processors, given power
delivery constraints.

Ë Memory bandwidth requirements per core, given ap-
plication’s raw memory bandwidth and temporal/spa-
tial reuse characteristics.

Ì Core count limitation, based on expected package pin
count and memory bandwidth requirements.

Í The ratio of functional unit area to cache area.
The second set of questions involves a comparison be-

tween a range of candidate architectures (Figure 20): a GPU-
based platform, three platforms based on low-power em-
bedded processor architectures, and two platforms based
on high-performance server processors. For each plat-
form, we investigate (relative to a common baseline), for the
station-level beamforming algorithm:

Ê Mean time to failure (MTTF) under assumptions of
socket lifetime being the typical deployment duration
of the processor type in question, as well as with a fixed
per-processor failure rate across all processor types.

Ë Performance, under a whole-system power constraint
of 10 kW.

Ì Scalability of performance with technology genera-
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Figure 19. EXABOUNDS and application characterization tool flow.

tions. Some architectures may not be able to take ad-
vantage of improvements in transistor density due to,
e.g., being memory bandwidth limited.

Í Power dissipation under the performance require-
ments of the station-level beamforming.

Î Total cost of acquisition and operation over a fifteen
year period.

6 Summary of Contributions
This article provided an overview of the ideas and imple-

mentation behind the EXABOUNDS framework, being devel-
oped as part of the five year Dome project, a collaboration
between IBM, ASTRON, and the South-African square kilo-
meter array organization (SKA-SA).

A Data Sources
To obtain the data presented in this article, approxi-

mately 250 publications were analyzed, primarily from the
International Solid-State Circuits Conference (ISSCC), per-
taining mostly to programmable processor designs (rang-
ing from microcontrollers to microprocessors, digital signal
processors (DSPs), and other digital ASICs). The selected
publications were restricted to those which provided infor-
mation on most or all of: die size, number of transistors
(split into logic versus latches/memory where known), mea-
sured peak power dissipation, nominal operating voltage,
operating frequency, gate length, total package pins, and
number of signal versus supply pins. From the initial set of
design publications analyzed, 130 (some of which described
multiple designs) were retained which provided most of the
required data, or for which there was an associated IEEE
Journal of Solid-State Circuits (JSSC) publication with the
missing detail.

The publications corresponding to the data points in
the analysis are listed in Table 6; the format of entries is
Year:paper-ID. In the PDF version of this article, each en-
try encodes a web search URL for the corresponding paper’s
title.

Table 6. Publications corresponding to the ISSCC device
technology data in this article.

1980:THAM9.1 1980:WAM3.4 1981:THAM9.3 1982:THAM10.2
1982:WPM6.1 1983:FAM18.4 1983:THAM10.2 1983:THAM10.4
1984:WPM8.4 1985:THPM14.4 1985:WAM1.3 1985:WPM8.4
1985:WPM8.5 1986:THAM10.2 1986:THAM12.1 1986:WPM8.2
1986:WPM9.5 1987:FAM20.2 1987:THPM16.2 1987:THPM16.3

1987:THPM16.4 1987:WAM2.4 1988:THAM11.6 1988:THAM12.3
1988:THPM12.6 1988:THPM12.7 1989:THPM12.8 1989:WAM3.1

1989:WAM3.2 1989:WAM3.5 1989:WPM7.2 1990:TAM7.6
1990:TPM9.4 1990:WPM3.3 1990:WPM3.7 1991:FPM15.15
1991:FP15.3 1991:TAM5.3 1992:TA6.5 1992:TA6.2
1992:WP4.6 1993:WP2.2 1993:WP2.6 1993:TA5.2
1993:TA5.5 1994:TP12.5 1994:FA15.2 1994:TP12.7

1994:TP12.6 1994:TP12.2 1995:TA6.6 1995:TP10.3
1995:TP10.6 1996:FA10.4 1996:FA8.6 1996:FP13.5
1996:SP22.1 1997:FA10.2 1997:FA10.3 1997:FA10.4
1997:SP25.1 1997:FA10.5 1997:FP16.3 1997:SP25.2
1998:FA7.6 1998:FP15.1 1998:FP15.3 1998:SA18.3
1998:SA18.6 1999:MP5.1 1999:MP5.6 1999:MP5.7
1999:TP15.3 1999:TP15.4 2000:14.6 2000:MP4.2
2000:MP5.2 2000:MP5.4 2000:MP5.5 2000:MP5.7
2000:TP14.5 2000:WP25.2 2000:WP25.3 2000:WP25.6

2001:15.4 2001:15.1 2001:15.5 2001:15.6
2002:20.4 2002:22.5 2003:14.1 2003:14.4
2003:14.5 2003:14.6 2004:3.1 2004:3.2
2004:3.4 2005:10.1 2005:10.3 2005:10.4

2005:10.7 2006:22.4 2006:22.5 2006:23.6
2006:29.5 2006:5.1 2006:5.3 2006:5.5
2007:15.1 2007:5.3 2007:5.6 2008:13.1
2008:4.2 2008:4.4 2008:4.5 2008:4.6
2009:3.1 2010:5.1 2010:5.5 2010:5.7
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